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Abstract: This paper aims to obtain a relation for estimating the median size of bed sediment, 𝑑50, 

at the bends of meandering rivers based on real data. To achieve such a purpose, field data, includ-

ing topographic, sediment sampling, and flow measurements, were collected from various rivers in 

Iran at different times of the year. Then, the Buckingham Π-theorem was applied to identify the 

effective dimensionless numbers such as the Shields function, Reynolds particle number, Froude 

number, submerged specific gravity of sediment, and aspect and curvature ratios. A correlation 

analysis was conducted between such factors to eliminate those dependent on others. In the follow-

ing, three regression techniques, containing the power function approach, the general additive 

model (GAM), and the multivariate adaptive regression spline (MARS), were chosen to achieve the 

best relation. The obtained results indicated that the developed MARS model produced a better 

result than the others and was much more satisfactory, with a coefficient of determination (R2) of 

0.96 and 0.95 and root-mean-square error (RMSE) of 140.64 and 140.47 for the training and testing 

phases, respectively. Furthermore, the MARS outputs were validated with an analytical method, 

which showed that MARS fitted with the field data much better. Consequently, the distinguished 

merit of this study is the development of a relation for determining 𝑑50 that shows which geometric 

and hydraulic parameters have the most effect on sediment size in the river bend. 
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1. Introduction 

Determining the sediment particle size in alluvial rivers is essential for many pur-

poses, such as sediment transport mechanisms [1], prediction of river morphodynamics 

[2], estimation of bed roughness [3], and maintenance of ecological conditions [4]. One of 

the few studies conducted is related to Bridge’s work in 1977, which established the me-

dian grain size of bed sediments in bends using the balance between the forces acting on 

grains. Although analytical relations are presented for both circular and non-circular 

bends separately in this study, the geometric characteristics of the bends are not directly 

presented in the relations [5]. In another study by Odgard in 1984, the grain size was stud-

ied in the bed’s armor layer, which ended in an analytical method with a relation. Such a 

study was compared with the data collected by other scientists [6,7]. However, the main 

focus of the current research has been on the size distribution of sediment particles in the 

armor layer in non-meandering beds. Julien and Anthony used a three-dimensional ap-

proach to determine the direction of particles in motion with different sizes in natural 

meander bends [8]. Also, the work of Wright and Parker using the numerical finite differ-

ence method with field data established a one-dimensional mathematical formulation for 

downstream fining in sand-bed rivers [9]. Jang et al. studied the effects of lifting force on 

bed sediment size using a numerical model in another investigation. The outcome showed 

that the consequences of the mentioned force were significant [10]. Kuhnle et al. surveyed 
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the impact of bed shear stress on the bed grain size distribution with a poorly sorted com-

bination of sand and gravel. Increasing the bed median sediment size with bed shear stress 

was established [11]. In a series of experiments by McKie et al., the various distance effects 

of stabilized large sediment particles on the bed and transported sediment sizes in gravel-

bed rivers were investigated. The results reflected that reducing the spaces between the 

particles made the transported and bed sediment sizes coarser [12]. White and Nelson 

used a sinusoidal flume with constant flow rates to study the mechanisms influencing 

sediment sorting patterns in a channel bed. They reported that interactions between chan-

nel shape, bed topography, and secondary currents led to fine and coarse sediment depo-

sition on bars and pools, respectively [13]. 

Additionally, some research has used traditional regression approaches to predict 

the relation between the distribution of sediment particles and other hydraulic variables. 

Yen and Lee formulated transverse sediment sorting in a laboratory channel bend under 

unsteady flow conditions and determined a regression equation for the variation of sedi-

ment size [14]. Pitlick et al. expressed a regression relation for grain size in bed surface 

and substrate layers with flow properties in gravel-bed rivers [15]. Also, using the least 

squares linear regression method, Naito et al. set out a study about a total bed material 

relation for a fine sediment mixture to treat grain sorting in sand–silt bed rivers [16]. How-

ever, these techniques may need to be more efficient to fully explain the effect of channel 

geometry variables and flow parameters in an alluvial channel [17]. 

On the other hand, various advanced models like generalized additive model (GAM), 

multivariate adaptive regression spline (MARS), support vector machine (SVM), and such 

have been used for different hydraulically and hydrological matters [18–22]. Among these, 

GAM and MARS sound fairly comprehensive to expand a set of formulas for estimating 

the particle sediment size in bends. Recently, these techniques have been successfully used 

to present a variety of subjects related to flow and sediment dynamics [23,24]. Each re-

gression model has its own strengths and weaknesses; for example, although the power 

model errors may increase with multi-collinearity between the parameters, it is one of the 

best among the other traditional ones to predict the behavior of natural phenomena. Also, 

the GAM interpretation results may be challenging due to the complexity of their func-

tions. However, it applies smooth functions to the predictor variables instead of describ-

ing a quantity as a linear or polynomial function [25]. Regarding MARS, it is a flexible 

method with optimal accuracy compared to the other techniques to clarify outputs using 

linear and nonlinear relations [26]. Not only does MARS create nonparametric modeling 

without using functional equations between inputs and outputs to recognize the effect of 

relevant parameters, but it also selects essential variables automatically to predict the re-

sults with a high analytical speed in comparison with the other techniques [27]. The supe-

riority of the MARS model is that its structure is additive and interactive, creating fewer 

variable interactions and fewer deviations [28]. 

Despite conducting numerous studies on the sediment dynamics in natural mean-

dering bends, it is impossible to predict with certainty what parameters of the bend and 

which elements of flow characteristics can affect the size of the bed sediment particles. 

Also, there are some questions, such as whether there is a relation between the size of the 

bed sediment particles as well as the large-scale components of the bend and flow charac-

teristics, or whether it is possible to estimate the size of these particles under the influence 

of bend physical specifications. So, calculating sediment particle sizes, especially in me-

andering rivers, requires more attention and is a fundamental goal of sediment studies. 

For this reason, this study focused on estimating the median particle size of sediments in 

alluvial gravel beds, and attempts were made to find a reliable relation between the chan-

nel bend geometry and the flow characteristics. To achieve this aim, field measurements 

were made to collect data in the natural meandering rivers. In addition, dimensional anal-

ysis was applied to diminish the number of variables involved and to introduce a nondi-

mensional framework based on the physical insight of the problem and the results of other 
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previously conducted research. Then, three regression forms—the power model as a clas-

sical one, GAM, and MARS as advanced techniques—were adopted to develop a mathe-

matical relation between parameters obtained from the dimensional analysis to choose the 

best-fitted model using the R programming package v.4.3.2 [29]. Furthermore, the outputs 

were compared, and the results of the superior model were evaluated with Bridge’s ana-

lytical relation. Finally, parameter sensitivity and uncertainty analysis were employed to 

understand the trend of the superior model estimations and ensure the robustness of this 

one. 

Collecting the field data and identifying the effective parameters can strengthen this 

study and provide a reliable understanding of this issue. Additionally, developing an em-

pirical relation to determining the median size of sediment particles using three different 

regression models and presenting the best model can help fill such a gap. Validation of 

outputs with the analytical model can establish acceptable trust in the model and its re-

sults. 

2. Materials and Methods 

2.1. Field Measurements 

A number of 187 sediment samples were collected from different reaches of four me-

andering rivers named the Niakan, Zayandehrood, Karun, and Khersan in Chaharmahal 

Va Bakhtiari and Koohkelooyeh Va BoyerAhmad, the provinces of Iran. The sampling sites 

were selected based on availability, and the bed materials ranged from different gravel 

sizes. Moreover, no regulatory structures or human activities were accessible up to 10 

times the bankfull width from upstream and downstream reaches. Accordingly, nine free 

bends with different curvature radii were considered, four of which were located in the 

Niakan River in Niakan valley (50°09′06″ E, 32°31′52″ N & 50°09′11″ E, 32°31′33″ N), two 

in the Zayandehrood in the vicinity of Owregan village (50°25′33″ E, 32°36′18″ N), two in 

the Karun near DoPolan region (50°35′50″ E, 31°54′31″ N & 50°37′21″ E, 31°52′31″ N), and 

one in the Khersan downstream of Kata village (51°15′30″ E, 31°11′05″ N). Figure 1 shows 

the locations of the study areas. 

 

Figure 1. The location of the study areas in Zayandehrood, Karun, Khersan, and Niakan Rivers, 

Iran. 
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To gather bed-surface sediments and flow data, a minimum of three and a maximum 

of five cross-sections for each river were chosen based on the dimensions of the bends. 

However, one or two extra cross-sections were considered for accuracy in large bends. 

Cross-sections were surveyed by dividing them into several subsections, each ranging 

from 0.5 to 6 m. Following that, from the beginning to the end of each interval, bed sam-

ples were gathered into 200 pebbles lying to a depth of up to 1.97 m. Simultaneously, 

water depth and flow velocity (streamwise component) were recorded at each sampling 

point along the cross-sections. A current meter (Ab Andishan Zayandehrood, Isfahan, 

Iran) with the capability of flow velocity measurement in the 0.05 to 5 m/s range with an 

accuracy of ±0.1% to ±5% was used to gain the water velocity. 

Also, surveying was undertaken using multi-frequency G.P.S. and total station in-

struments (Ruide Surveying Instrument Co. Ltd., Guangzhou, China) to obtain the topo-

graphic data of the river bends by two sets of measurements along the water surface and 

floodplain. The distance between the surrounding points was determined to be between 

0.5 and 1 m to accurately record the geometry of the bends (about 2000 points for each 

bend on average). Field collection of data and sampling were conducted in the rivers in 

October, November 2019, and May 2020. 

In the next step, after drying, all the sediment samples were sieved and weighed 

based on laboratory methods, using mechanical sieving, submerged, and direct shear tests 

to characterize median grain sizes (𝑑50), specific gravity (𝑆𝐺), and internal friction angle 

(𝜑). The point sample weights ranged from approximately 120 to 800 g, and all samples 

were gravelly sediments based on U.S.C.S. classification [30]. 

Calculated flow parameters, including the average flow velocity and the bed shear 

stress, were determined regarding the mid-section method and consideration of the for-

mula  τb = 𝜌𝑤  𝑔𝑅ℎ 𝑆, respectively. Where 𝜌𝑤 shows the water density, 𝑔 stands for the 

acceleration of gravity, 𝑅ℎ signifies the hydraulic radius, and 𝑆 is the energy slope. In 

addition, after processing geometric field data, the radius curvatures of the bends, 𝑅𝑐, 

were obtained by adjusting a circle on the center line of the bend. Similarly, the observed 

data via fundamental relations distinguished other flow-relevant and channel geometry 

variables. Table 1 summarizes the range of both the observed and calculated data. 

Table 1. Range of the observed data and calculated parameters. 

Variables  Units Minimum Maximum 

Flow depth, ℎ m 0.15 1.97 

Channel top width, 𝑇 m 3.60 58.5 

Flow velocity, u m/s 0.10 1.44 

Mean sediment size, 𝑑50 mm 15 53 

Specific Gravity, 𝑆𝐺 - 2.66 2.74 

Angle of integral fiction, ∅ ° 24 32 

Curvature radius, 𝑅𝑐 m 50 287 

Longitudinal slope, γ - 0.005 0.01 

Transverse slope, α - 0.0015 0.0075 

Since the purpose is to calculate 𝑑50 along the bend, the sediment characteristics in 

each cross-section, identical to the values of the flow parameters, were averaged and used 

in the dimensional analysis. 
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2.2. Dimensional Analysis 

The bed sediment particle size in a river bend with a radius curvature of 𝑅𝑐, the cross-

sectional mean flow velocity of �̅�, and the shear stress of 𝜏𝑏 were expressed by the fol-

lowing functional form: 

𝑓(𝑇, 𝑅𝑐, 𝐷ℎ , 𝑑50, �̅�, 𝜏𝑏 , 𝑔, 𝜇, 𝜌𝑤, 𝜌𝑠 − 𝜌𝑤) = 0, (1) 

where 𝑇  stands for channel top width, 𝐷ℎ  signifies hydraulic depth, 𝑑50  symbolizes 

median sediment grain size, 𝜌𝑠 mirrors sediment density, 𝜇  shows water viscosity, and 

𝑔 and 𝜌𝑤 are the same parameters previously described. 

The functional relation was obtained using the Buckingham Π-theorem [31] with the 

number of variables and the base quantities (i.e., length, time, and mass). The number of 

seven Πi obtained generated by choosing 𝜌𝑤, 𝜏𝑏 , and 𝑑50 as repeated variables. The first 

dimensionless parameter (Π1) developed via dividing 𝑇 by 𝑑50 (Π1 =
𝑇

𝑑50
). This parame-

ter introduces the median sediment particle size in a given section of the bend with a 

width of 𝑇. Changes in sediment size in river bends depend on cross-circulation motion 

related to the curvature ratio [32], so 
𝑅𝑐

𝑑50
 was selected as the second-dimensional group 

(Π2 =
𝑅𝑐

𝑑50
), which can be changed to the curvature ratio via the combination with Π1; Π2

′ =

Π2 × Π1
−1 =

𝑅𝑐

𝑇
. It is also reported that the aspect ratio and submerged specific gravity can 

affect the sediment particle size [33]; thus, Π3 =
𝐷ℎ

𝑑50
 that can changed to Π3

′ = Π3
−1 ×  Π1 =

𝑇

𝐷ℎ
 and Π4 =

𝜌𝑠−𝜌𝑤

 𝜌𝑤
= 𝑆𝐺 − 1. 

Another effective parameter produced by shear stress, Π5 =
𝜏𝑏

𝜌𝑤𝑔𝑑50
, can be converted 

to a new dimensionless group by division of Π5 and Π4 (Π5
′ =

𝜏𝑏

𝜌𝑤𝑔(𝑆𝐺−1)𝑑50
) to obtain a 

known parameter presented as the Shields number, 𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠.  The following dimension-

less developed parameter was Π6 =
𝑑50√𝜌𝑤𝜏𝑏

𝜇
 , considering 𝜏𝑏 =  𝜌𝑤𝑢∗

2  and 𝜗 = 𝜇 𝜌𝑤⁄  , in 

which 𝑢∗ is the shear velocity and 𝜗 is the water kinematic viscosity equals 10−6 m2/s, 

simplified as Π6
′ =

𝑢∗𝑑50

𝜗
 named particle Reynolds number, 𝑅𝑒. 

The role of natural flow regimes introduced by another nondimensional group de-

veloped via Π7 =
𝑢√𝜌𝑤

√𝜏𝑏
 . This parameter, rewritten to another combined dimensionless 

group, Π7
′ = (

Π7
2 × Π5

Π3 
)

1/2

, led to the Froude number, 𝐹𝑟 =
𝑢

√𝑔𝐷ℎ
. 

By considering the mentioned dimensionless groups, the following functional rela-

tion can be expressed between the sediment particle size and the variables: 

𝑇

𝑑50

= 𝑓′ (
𝑅𝑐

𝑇
 ,

𝑇

𝐷ℎ

, 𝑆𝐺 − 1, 𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠 , 𝑅𝑒∗, 𝐹𝑟) (2) 

where the values 𝑅𝑐 𝑇⁄ , 𝑇 𝐷ℎ⁄ , 𝑆𝐺 − 1, 𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠, 𝑅𝑒∗, and 𝐹𝑟 are taken as input variables 

to determine 𝑇 𝑑50⁄ . 

Since some parameters may depend on others, it is essential to figure out and omit 

them to ensure all the input variables are independent. So, the correlation analysis method 

was used to evaluate the data dependency. 

2.3. Correlation Analysis between Variables 

Multicollinearity is a statistical event where independent variables in a regression 

model are highly correlated and cause an unrealistic model to be developed with incorrect 

results. The Bartlett sphericity test [34] was applied to survey the correlation between the 

parameters and eliminate highly correlated variables. In the first step, the p-value result-

ing from the test statistic was much less than the significant level (𝛼), equal to a value of 

0.05, which indicated a dependency on the data. By using the correlation matrix, it was 

found that the maximum correlation factor was between 𝑅𝑒∗ and 𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠, with an r value 

of 79%. Therefore, 𝑅𝑒∗ was removed from the predictor variables. 
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Later, by reusing the test for the remaining variables, the p-value came to be 0.0003, 

which was also less than 𝛼. In the correlation matrix, it was determined that the parame-

ters 𝑇/𝐷ℎ and 𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠 had the highest correlation coefficient (r = 41%). Consequently, the 

variable 𝑇/𝐷ℎ was eliminated from the other parameters. By readjusting the test, the p-

value was equal to 0.1256, more than 𝛼. Thus, the assumption of data independence was 

established, and the final correlation coefficients between the variables were low enough, 

as shown in Table 2. 

Table 2. Final correlation coefficients between the independent variables (%). 

Variables  𝑺𝑮 − 𝟏 𝜽𝒔𝒉𝒊𝒆𝒍𝒅𝒔 𝑹𝒄/𝑻  𝑭𝒓 

𝑆𝐺 − 1 100 26 −30 −18 

𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠 26 100 −23 −22 

𝑅𝑐/𝑇 −30 −23 100 29 

𝐹𝑟 −18 −22 29 100 

Accordingly, among the dimensionless groups, 𝑆𝐺 − 1, 𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠, 𝑅𝑐/𝑇, and 𝐹𝑟 were 

considered independent variables to develop the sediment particle size relation. Before 

using the regression models, the data were split into training and testing sets. There is no 

particular criterion for splitting, and researchers have used various segmentations be-

tween the data [35]. This study used a repeated random sub-sampling technique based on 

the splitting data with 50 iterations. The data are split into 75% for training and 25% for 

testing. 

3. Results 

3.1. Power Regression Model 

Multivariate power regression is one of the most common methods applied in di-

mensional analysis [36]. It is expressed as: 

𝑦 = 𝑐0 ∏ 𝑥𝑖
𝐾𝑖

𝑁

𝑖=1

 (3) 

where 𝑦 is a dependent output variable (
𝑇

𝑑50
), 𝑐0 displays a constant term, 𝑥𝑖 presents 

independent  input variables (Table 2), 𝑘𝑖 clarifies the power of the 𝑖th term, and 𝑁 re-

flects a number of variables. 

Fifteen combinations of the independent variables were considered using the power 

regression method, and they were evaluated by the root-mean-square error (RMSE) and 

the mean absolute error (MAE) indices [37]. The best combination, based on testing data, 

was related to 𝑆𝐺 − 1, 𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠, 𝐹𝑟, and 𝑅𝑐/𝑇 (Table 3). 

Table 3. The values of RMSE and MAE indices for different combinations of independent variables. 

Combination of Independent Variables  
RMSE MAE 

Training Testing Training Testing 

𝑆𝐺 − 1 525.97 608.34 419.99 379.70 

𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠 416.95 632.43 270.43 473.38 

𝐹𝑟 551.72 689.03 389.27 523.99 

𝑅𝑐/𝑇 462.39 512.70 300.02 315.26 

𝑆𝐺 − 1, 𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠  582.82 407.16 252.70 441.27 

𝑆𝐺 − 1, 𝐹𝑟  600.90 529.84 379.52 416.06 

𝑆𝐺 − 1, 𝑅𝑐/𝑇  436.20 556.10 284.49 364.76 

𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠, 𝐹𝑟 409.28 580.50 262.30 398.90 

𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠, 𝑅𝑐/𝑇 325.61 440.31 224.85 329.45 

𝐹𝑟, 𝑅𝑐/𝑇 456.88 515.11 291.77 310.20 



Water 2024, 16, 444 7 of 18 
 

 

𝑆𝐺 − 1, 𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠  , 𝐹𝑟 369.94 541.79 254.82 392.73 

𝑆𝐺 − 1, 𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠, 𝑅𝑐/𝑇 311.40 365.47 214.74 281.36 

𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠, 𝐹𝑟, 𝑅𝑐/𝑇 301.26 386.83 200.28 271.23 

𝑆𝐺 − 1, 𝐹𝑟, 𝑅𝑐/𝑇 437.61 549.43 282.11 367.02 

𝑆𝐺 − 1, 𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠, 𝐹𝑟, 𝑅𝑐/𝑇 287.65 320.99 197.53 247.61 

For the prominent combination, the RMSE and MAE values of the training data were 

287.65 and 197.53, respectively, and the values for the testing data in rank were 320.99 and 

247.61. The model showed sufficient accuracy in its predictions and can be described as 

follows: 

𝑇

𝑑50

= 0.96(𝑆𝐺 − 1)10.73(𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠)−0.56(𝐹𝑟)−0.49(
𝑅𝐶

𝑇
)−0.96 (4) 

In addition, sensitivity analysis was performed for the input variables using an anal-

ysis of variance (ANOVA) test to discover the significance of each parameter in the model 

[38]. As shown in Table 4, based on the p-value, it can be concluded that the (𝑆𝐺 − 1) var-

iable had no significant level. Therefore, it produced a minimum effect on Equation (4), 

so it could be ignored. The remaining variables 𝑅𝑐/𝑇 and 𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠 had high and 𝐹𝑟 me-

dium significant levels. 

Table 4. p-values based on ANOVA test for each variable in power regression. 

Variables p-Value Result 

𝑆𝐺 − 1 0.31230 > 0.05 No significant level 

𝐹𝑟 0.05 < 0.05448 < 0.1 Medium significant level 

𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠 0.00021 < 0.001 High significant level 

𝑅𝑐/𝑇  0.00002 ≪ 0.001 High significant level 

Accordingly, an optimum power relation for predicting sediment particle size could 

be re-expressed without the (𝑆𝐺 − 1) variable with a coefficient of determination (R2) of 

0.81 (Equation (5)). 

𝑇

𝑑50

= 314.1(𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠)−0.53(𝐹𝑟)−0.51(
𝑅𝐶

𝑇
)−1.03 (5) 

3.2. GAM Model 

The generalized additive model (GAM) is an algorithm based on generalizing a linear 

model with a series of predictors containing common features for each auxiliary variable, 

first introduced by Hastie and Tibshirani in 1990 [39]. This model has neither the com-

plexity of advanced models nor the incompatibility of classical ones. Proper configuration 

of different functions in GAM may produce an accurate model more consistent with the 

data than the linear model [40]. Using nonparametric smoothing functions makes it pos-

sible to describe complex environmental phenomena adequately [23]. The basic form of 

the GAM model is represented by: 

𝑦 = 𝑐0 + ∑ 𝑆𝑖  (𝑥𝑖)

𝑁

𝑖=1

 (6) 

where 𝑆𝑖  (𝑥𝑖) is different from the smooth functions, and the rest of the parameters are 

defined as before (Equation (3)). 

Generally, the GAM optimum model has been developed by selecting the best nor-

mal function for each auxiliary variable versus the objective variable separately and add-

ing them together [41]. Here, we used four primary function forms, namely polynomial, 
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power, exponential, and logarithmic, to obtain the most appropriate model for each aux-

iliary variable. Then, the best-fitted function form was selected based on the R2 value (Fig-

ures 2 and 3). 

 
(a) 

 
(b) 

Figure 2. Primary function forms to obtain the most appropriate model for each auxiliary variable 

in the GAM model: (a) 𝑇/𝑑50 versus 𝑆𝐺 − 1; (b) 𝑇/𝑑50  versus 𝐹𝑟. 
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(b) 

Figure 3. Primary function forms to obtain the most appropriate model for each auxiliary variable 

in the GAM model: (a) 𝑇/𝑑50 versus 𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠; (b) 𝑇/𝑑50 versus 𝑅𝑐/𝑇. 

Among the fitted functions, the polynomial form with degrees 2 and 3 seemed the 

best for 𝑇/𝑑50 versus 𝑆𝐺 − 1. The value of R2 for them was the same and almost equal to 

0.34. Hence, the low-order polynomial function with degree 2 was picked as the best form. 
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A polynomial function with order 3  created the best match of 𝑇/𝑑50 versus 𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠 

and 𝐹𝑟  with R2 values of 0.77 and 0.16, respectively. Also, the best-fitted function for 

𝑇/𝑑50 versus 𝑅𝑐/𝑇 appeared to be the logarithmic form with the highest R2 equal to 0.87. 

Table 5 shows the best-matched functions with the corresponding R2 for each auxiliary 

variable. 

Table 5. Best-matched functions for auxiliary variables in GAM regression model. 

Variables  𝑺𝑮 − 𝟏 𝑭𝒓 𝜽𝒔𝒉𝒊𝒆𝒍𝒅𝒔 𝑹𝒄/𝑻 

Best form Polynomial Polynomial Polynomial Logarithmic 

Order 2 3 3 - 

R2 0.34 0.16 0.87 0.77 

Using the GAM model, the selected forms for each auxiliary variable were combined 

as an additive equation to create a single equation and predict the 𝑇/𝑑50 with (Equation 

(7)). The RMSE and MAE equal 390.79 and 375.32, respectively, for the test data set. 

𝑇

𝑑50

≈ 979.763 − 220.184 × 𝑙𝑜𝑔 (
𝑅𝐶

𝑇
) + 𝑓(𝐹𝑟) + 𝑔(𝜃𝑆ℎ𝑖𝑒𝑙𝑑𝑠) + 𝑘(𝑆𝐺 − 1) 

𝑓(𝐹𝑟) = 𝐹𝑟 × (−351.188 + 70.58 × 𝐹𝑟 + 411.418 × 𝐹𝑟
2) 

𝑔(𝜃𝑆ℎ𝑖𝑒𝑙𝑑𝑠) =  𝜃𝑆ℎ𝑖𝑒𝑙𝑑𝑠 × (−771.595 + 827.056 × 𝜃𝑆ℎ𝑖𝑒𝑙𝑑𝑠 − 305.378 × 𝜃𝑆ℎ𝑖𝑒𝑙𝑑𝑠
2 ) 

𝑘 (𝑆𝐺 − 1) = (𝑆𝐺 − 1) × (672.23 + 534.36 × (𝑆𝐺 − 1)) 

(7) 

In order to find the optimal combination of the variables (Equation (7)), the recursive 

elimination algorithm [42] was used to select the most effective variables so that 𝑇/𝑑50 

could be predicted. This algorithm applied a backward selection process and removed the 

variable(s) of minor importance based on the model evaluation metric. Here, the ANOVA 

test was applied, and the 𝑆𝐺 − 1 with a p-value equal to 0.52 (more than 0.05) was omit-

ted. After removing this parameter and re-examining the test, the p-value was less than 

0.05 for other variables. Thus, the final model extracted for 𝑇/𝑑50 was determined consid-

ering the functions 𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠 , 𝐹𝑟 , and 𝑅𝑐/𝑇 , with RMSE and MAE equal to 382.49 and 

367.57, respectively. This relation, with R2 equal to 0.72, is expressed as follows: 

𝑇

𝑑50

= 1108.80 − 278.18 × 𝑙𝑜𝑔 (
𝑅𝐶

𝑇
) + 𝑓(𝐹𝑟) + 𝑔(𝜃𝑆ℎ𝑖𝑒𝑙𝑑𝑠) 

𝑓(𝐹𝑟) = 𝐹𝑟 × (−341.91 − 18.89 × 𝐹𝑟 + 434.69 × 𝐹𝑟
2) 

𝑔(𝜃𝑆ℎ𝑖𝑒𝑙𝑑𝑠) =  𝜃𝑆ℎ𝑖𝑒𝑙𝑑𝑠 × (−817.36 + 1004.84 × 𝜃𝑆ℎ𝑖𝑒𝑙𝑑𝑠 − 465.78 × 𝜃𝑆ℎ𝑖𝑒𝑙𝑑𝑠
2 ) 

(8) 

3.3. MARS Model 

The multivariate adaptive regression spline (MARS) method is a nonparametric re-

gression initially introduced by Friedman in 1991 and applied by various researchers [43]. 

It separates the data into several intervals and fits a spline to an interval. Each spline di-

vides the predictors into subgroups for linear relations, automatically combining the rela-

tions between parameters to predict outputs [44]. The MARS general formula will be: 

𝑦 = 𝑐0 + ∑ 𝑐𝑖𝑆𝑖(𝑥)
𝑁

𝑖=1
 (9) 

In which y, 𝑐0 , and 𝑥  were described earlier, 𝑐𝑖  means constant, 𝑆𝑖  implies basis 

functions that may be one of the three forms: constant, hinge functions, and products of 

two or more hinge functions, while 𝑁  indicates the number of basis functions of the 

model. Basis functions can have two different subcategories, one 𝑚𝑎𝑥(0, 𝑥 − 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡) 

and the other 𝑚𝑎𝑥(0, 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 − 𝑥). 
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MARS uses two stages, the forward and backward processes, to get the optimum 

model. In the forward stage, the model is built by generating the basis functions based on 

Equation (9). Then, backward elimination is employed to simplify the model by removing 

the least effective basis function terms according to performance-evaluating indices 

(where RMSE, R2, and MAE were used). Then, backward elimination is employed to sim-

plify the model by removing the least effective basis function terms according to perfor-

mance-evaluating indices (here, RMSE, R2, and MAE were used). Two tunning parameters 

are associated with the MARS to avoid overfitting in the model: the maximum degree of 

interaction and the nprune, which shows the maximum number of expressions after re-

moving some predictors [45]. The degree value can be considered one, two, and more, and 

the nprune is calculated using 2 ≤ 𝑛𝑝𝑟𝑢𝑛𝑒 < [𝑚𝑖𝑛(200, max ((20,2𝑛𝑥)) + 1] , where 𝑛𝑥 

presents the number of predictor variables. 

Since increasing the degree can lead to error enhancement and instability in the 

model predictions, we experienced 1 and 2 degree values for the existing model. Also, 

four predictors, 𝑆𝐺 − 1, 𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠, 𝑅𝑐/𝑇, and Fr, existed to form the model (𝑛𝑥 = 4). So, 19 

possible values for nprune (nprune = 2, 3, … 20) were taken into account. The MARS 

model was initially created based on four basis functions with defined degree and nprune 

values, whereas all the developed models were evaluated considering the RMSE and MAE 

performance indicators. The results showed an optimum model achieved with a degree 

value of 1 and a nprune value of 3, with the lowest RMSE and MAE values equal to 140.47 

and 84.80 based on the testing data set, respectively. This model had a high value of R2 

equal to 0.95, and 𝑇/𝑑50 was predicted as follows: 

𝑇

𝑑50

= 107.86 + 39457.31 ℎ(𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠) + 40.71 ℎ (
𝑅𝑐

𝑇
) 

ℎ(𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠) = 𝑚𝑎𝑥 (0, 0.0291183 − 𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠) 

ℎ (
𝑅𝑐

𝑇
) = 𝑚𝑎𝑥 (0, 13.4466 −

𝑅𝑐

𝑇
) 

(10) 

4. Discussion 

4.1. Comparison of the Models 

Power, GAM, and MARS models were used to develop the relation for predicting 
𝑇

𝑑50
 

versus the effective variables. To determine which model has the maximum adaptation 

with the observed data, the scatter graph was plotted for the training and testing data 

separately (Figure 4). Consequently, the MARS method matched the observed data better 

than the others, with the highest correlation coefficient of R2  equal to 0.95 compared to 

power (0.81) and GAM (0.72). 
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(a) 

 
(b) 

Figure 4. Predicted 𝑇/𝑑50 versus observed with R2 for training and testing data: (a) Training data, 

n = 26; (b) Testing data, n = 9. 

Also, the performance of the three developed models based on RMSE and MAE was 

calculated for both the training and testing data sets. In addition, the mean absolute per-

centage error, MAPE, ref. [46], was applied to ensure that more accurate results were 

gained (Table 6). 
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Table 6. Error analysis of predicted 
𝑇

𝑑50
 by power model against GAM and MARS. 

 Training Testing 

Index MARS Power GAM MARS Power GAM 

R2 0.96 0.85 0.74 0.95 0.81 0.72 

RMSE 140.64 287.65 523.06 140.47 320.99 382.49 

MAE 79.12 197.53 472.59 84.80 247.61 367.57 

MAPE (%) 14.39 31.13 188.93 13.75 44.10 143.79 

According to Table 6, all the error indicator values for MARS are less than the power 

and GAM models in both data sets. The value of RMSE was equal to 140.47 for MARS 

versus 320.99 and 382.49 for the two others in the testing data. In addition, the MAPE 

value of 13.75% was gained for the MARS in the testing situation. So, this model can pre-

sent an adequate relation for predicting sediment particle size in the river bends with bet-

ter results than the others. After the MARS, the power model gives proper outputs, indi-

cating the ability of this traditional method to develop an empirical relation for sediment 

grain size determination. 

4.2. Comparison of MARS with Analytical Method 

To validate the superior model (MARS) with an analytical approach, Bridge’s relation 

[5] was used. This relation calculates the median size of bed sediments in river bends for 

steady nonuniform flow and noncircular (sine-generated) bend conditions (Equation 

(11)). 

𝐷 =
3𝜏𝑏

2(𝜌𝑠 − 𝜌𝑤)𝑔(cos 𝛼  tan 𝜑 cos 𝛾 − sin 𝛾)
 (11) 

where 𝐷 is the median size of bed sediments, 𝛼  and 𝛾 are the bed transverse and lon-

gitudinal slopes, 𝜑 shows the angle of internal friction, and other parameters have al-

ready been introduced. 

The values of 𝑑50 calculated by Bridges’ relation utilizing the field data were used 

to obtain 𝑇/𝑑50 in the bends. Then, both analytical and MARS models’ results were com-

pared with the observed data, as shown in Figure 5. The MARS results presented a better 

fit than the analytical method with a higher R2, which equals 0.96 against 0.89. 
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Figure 5. MARS and Bridge results against observed values of 𝑇/𝑑50 for all the data, n = 35. 

Furthermore, the outputs of the RMSE, MAE, and MAPE indices showed that the 

MARS performed better than the Bridge’s relation (Table 7). 

Table 7. Error analysis of predicted 
𝑇

𝑑50
 by MARS against the analytical model. 

Index MARS Analytical Model 

R2 0.96 0.89  

RMSE 140.64 200.21 

MAE 78.78 116.44 

MAPE (%) 14.22 23.46 

The error percentage (MAPE) of the MARS model (14.22%) is about 9 percent less 

than the value of the analytical model (23.46%). 

4.3. Sensitivity and Uncertainty Analysis for MARS Model 

The sensitivity analysis for input parameters in the proposed MARS model was per-

formed. Two parameters, 𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠 and 
𝑅𝑐

𝑇
, affected the model’s output. Figure 6 shows the 

changes in the percentage of 
𝑇

𝑑50
 against the variable’s change percentage. 
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Figure 6. Changes percentages of 𝑇/𝑑50 against 𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠 and 𝑅𝑐/𝑇 change percentage. 

The figure shows that with a change of 5% to 30% of the values of 𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠 and 𝑅𝑐/𝑇, 

𝑇/𝑑50 will change about 3.5% to 18% and 2% to 13%, respectively. This represents the 

sensitivity of the MARS model results to the input variables within the uncertainty in the 

model. Also, analysis of the uncertainty of the MARS along with the power, GAM, and 

analytical method for prediction of the bend of gravel-bed rivers are demonstrated in Ta-

ble 8. This table reflects the mean prediction errors, the width of the confidence band, and 

the 95% confidence interval of the mean prediction errors. The mean prediction error was 

calculated based on the average error for each data set; the width of the confidence band 

was determined via the error and standard deviation (SD) according to the Wilson score 

method; and the 95% confidence interval of the mean prediction errors can be specified as 

±1.96SD [28,47]. 

Table 8. Uncertainty analysis for the prediction of 
𝑇

𝑑50
 by MARS and other approaches. 

Model 
Mean  

Prediction Error 

Width of 

Confidence Band  

95% Confidence  

Interval of Mean  

Prediction Error 

MARS −63.27 ±42.22 −105.49−21.05 

Analytical model −90.09 ±62.43 −152.52−27.66 

power 91.71 ±108.00 −16.29–199.71 

GAM 145.76 ±159.75 −13.99–305.51 

The values of the mean prediction error and the minimum confidence band width for 

MARS are −63.27 and ±42.22, respectively. These demonstrate that the MARS is more 

suitable for prediction 𝑇/𝑑50 than the other methods. 

5. Conclusions 

This study has developed an empirical relation capable of estimating the median sed-

iment particle size (𝑑50) in gravel river bends. Field data were collected from different 
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cross-sections placed at bend apex and crossovers in various rivers. By using these data 

and dimensional analysis procedures, 
𝑇

𝑑50
 was calculated at the bends’ cross-sections. Ap-

plying correlation analysis between variables showed that the cross-sectional mean flow 

velocity, �̅� , bed shear stress, 𝜏𝑏 , radius curvature, 𝑅𝑐 , as well as sediment density, 𝜌𝑠 , 

were essential parameters to generate the nondimensional variables containing Froude 

number, 𝐹𝑟 , Shields parameter, 𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠 , the curvature ratio, 
𝑅𝑐

𝑇
 , and the submerged 

weight of sediment, (𝑆𝐺 − 1) respectively. These parameters based on the collected field 

data were restricted to 𝐹𝑟 < 1, 0.01 ≤ 𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠 ≤ 0.11, 2.62 ≤ 
𝑅𝑐

𝑇
 ≤ 19.18, and 1.65 ≤ 𝑆𝐺 − 1 ≤ 

1.74. In the following, we applied three regression models (power, GAM, and MARS) to 

develop an appropriate relation between the geometric, hydraulic, and sedimentary pa-

rameters. Then, statistical metrics were employed to compare and choose the best-fitted 

model. Finally, MARS, as the preferred one, was validated with the analytical model, and 

sensitivity and uncertainty analyses were performed for it. It seems that the relation de-

veloped here has enough robustness to predict the bed sediment size in river bends. Other 

conclusions have been established from this research, as considered below: 

1. It was found that two parameters, 𝑅𝑐/𝑇 and 𝜃𝑠ℎ𝑖𝑒𝑙𝑑𝑠, are the most important in af-

fecting 𝑑50. This means 𝜏𝑏  and 𝑅𝑐 from the flow hydraulic and channel geometry 

characteristics are the significant parameters to determine 𝑑50 in meandering river 

bends. 

2. The MARS formula showed that it was a better match with the observed data than 

power and GAM and had less error compared with the analytical model of Bridge. 

Although this needs to be assessed in more rivers, it can be an appropriate relation 

to calculate 𝑑50 in gravel channel bends in engineering applications within parame-

ter ranges. 

3. There have been rare studies to determine the sediment particle sizes in river bends 

and the existing relations, such as Bridge’s model, which do not provide physical 

insight on how bend parameters affect sediment size. The proposed relation in this 

current article provides a reliable evaluation of sediment sizes based on bend char-

acteristics. 

4. After MARS, the power model created better outputs. Even if this is a traditional ap-

proach, it presents a simpler relation with fairly good results for determining the size 

of sediment particles in bends. 
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