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Abstract 
 

The study investigate, evaluate properties and performance of long memory models from emerging 
foreign markets return innovations between 1991 – 2020. The purpose of the study include to; investigate 
the persistence of shocks in Nigerian international markets, model long-range dependence, test the 
efficient markets hypothesis using fractionally integrated volatility models, develop an appropriate long 
memory model for Nigerian international markets, compare the advantages between short and long 
memory models in modeling for the returns in Nigerian international Markets and Give forecast values 
for future occurrences. The design for the study was an ex post facto research design. The data used for 
this study were Nigerian crude oil prices (Dollar per Barrel), exchange rate, and Agricultural Commodity 
prices extracted from the website of the Central Bank of Nigeria (CBN) www.cbn.ng. The total data 
points were 1044 and it spanned from 1st January 1991 to 30th January 2020. The statistical software 
used for data analysis was STATA 15 and OX metrics version 7. In an attempt to achieve the aim of the 
study, parametric and non-parametric methods of detecting Long Memory were applied. The study 
applied short and long memory models in an attempt to spot out the deficiencies associated with the short 
memory models. The results confirmed the presence of long memory in sales and returns on prices in 
Nigerian international markets. The presence of long memory in both sales and returns on prices in 
Nigerian International markets disprove the efficient market hypothesis which says that the future returns 
and volatility values are unpredictable. Similarly, base on performance evaluation using the Akaike 
information criteria, ARFIMA(1,-0.021,1) model was found to be the best fit model to the data after 
checking the adequacy of the model selected. Sequel to the above, it was recommended that there is a 
need for a strong financial and economic reform policy to curb persistent shocks in Nigerian international 
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markets. This is because a stable local financial currency builds confidence in an economy, especially 
when foreign investors intend to invest in the country’s economy. For example, exchange rate policies 
also trim down the desire for local investors to trade in the international market. Also, for empirical 
estimation of long memory sales and returns on prices in Nigeria international markets, ARFIMA(1,-
0.021,1) model should be considered appropriate. Two years (January, 20 to Dec-22) step ahead forecast 
shows that the predicted value for Cocoa Bean Sale using the ARFIMA (1,-0.021,1) falls between the 
range of 1.907247 to 1.915947. 

 
Keywords: Evaluating; properties; performance; emerging; markets and innovation. 
 

1 Introduction 
 
1.1 Background to the study 
 
Over the past several years, many researchers have been dedicated to developing and improving time series 
forecasting models, thereby drawing significant attention towards the applications of short memory models 
in several studies. Worthy of mention is a short memory model like the Autoregressive Integrated Moving 
Average (ARIMA) which is used when the time-series data to be estimated are stationary and without 
missing data. However, like every other technique for estimating financial data series, they have their 
drawbacks. The short memory model (for example, the Autoregressive Integrated Moving Average 
(ARIMA) has inadequacy due to its inability to forecast extreme cases or nonlinear relationships. Also, 
another drawback to the use of short memory models is the inability to model long-range dependence, 
excessive speculative interest, price instability in foreign markets, and lack of convergence between the 
future and present cash market. Many real-life problems have time-series data available on several related 
variables of interest. Therefore, analyzing and modeling them jointly helps to understand the underlying 
dynamic relationships among them. More importantly, is the fact that prices of commodities from emerging 
foreign markets return innovations have recently been confronted with the problems of volatility, long-range 
dependence, excessive speculative interest, price instability, a higher level of risks, shocks, steady increase 
in exchange rate hence making the US dollar other foreign currencies to be under pressure, resulting to its 
free-fall.   This study, therefore, seeks to build models such as Autoregressive Fractional Integrated Moving 
Average (ARFIMA) and Fractional Integrated Generalized Autoregressive Conditional Heteroskedasticity 
(FIGARCH) models that will capture  and estimates persistent  shocks in the form of volatility clustering, 
develop an appropriate long memory model for modeling   return innovations from emerging   foreign 
markets,  to select appropriate long memory model for forecasting long memory process of  return 
innovations from emerging foreign markets and give forecast value its future price values..  
 

2 Method of Analysis  
 
2.1 Source of data used for the study 
 
The present study used Nigerian exchange rate and agricultural commodity price data collected from the 
website of the central bank of Nigeria (CBN) www.cbn.ng. The data for this study was extracted from 1st 
January 1991 to 30th January 2020. The statistical software used were STATA 15 and OX metrics version 7 
 

2.2 Detection of long memory 
 
It is a well known fact that many financial time series are highly persistent, implying that an unforeseeable 
shock to the variable has long-lasting impacts. In this case, the absolute and squared returns of 
autocorrelation functions of the time series exhibit very slow decay. To detect the present highly persistent 
and long impact, the following test such as Rescaled Range (R/S) statistic, GPH, GPS test, and single 
break/change test will be conducted on Nigerian crude oil prices (Dollar Per Barrel), exchange rate, and 
agricultural commodity prices obtained from present Nigerian international markets. 
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2.2 .1   Lo’s R/S Statistics 
 
The Rescaled Range (R/S) statistic was originally proposed [1] and later modified [2] in the year 1991. It 
remarked that the original statistics is not robust to short range dependence. Thus, modified the R/S statistics 
as follows:  
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2.2.2 GPH Test 
 
The GPH was proposed as a semi-parametric approach to test for long memory [3] using the following 
regression,  
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2.2.3 GPS test 
 

The Gaussian semi-parametric estimate is done based on the whittle approximation maximum likelihood 
estimator [4]. GPS estimator can be written as; 
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increase with the sample size T.     I )( j  denotes the periodogram and ./2 Tjj  
   

 

2.3 Model specification 
 
In line with the specific  objectives  for  this study,  two  classes of models were  used in the study  and  they  
include: ARFIMA and  FIGARCH models. 
 

2.3.1 ARFIMA model specification 
 
The ARFIMA model, according to  Sanusi, et al. [6], Brown et al. [7] ,  simply represent an acronym that 

stand for autoregressive fractional integrated moving average. The general form of an ARFIMA (p,d,q) 
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model as was defined Korkmaz  et al. [8]can be stated as thus : Recall the left hand side of the ARIMA 

model. 
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)(B  Is the Autoregressive Operator , b represents  is the Moving Average Operator, d represents a 

fractional integration real number parameter, L denotes the lag operator and ft is a white noise residual;  (1 – 
L)d stands for the fractional  differencing lag operator. Considering two cases of the “d”, when d = 0 and d = 

1, Granger et al. [9] the “d” used in the model lies as thus: 10  d . Sanusi et al[6]. noted that the 
ARFIMA model has slow (hyperbolic) decay patterns in the Auto-Correlation Function (ACF). These 
characteristics of having slow decay patterns revealed long memory in terms of shocks. According to 
Hosking [10] observation d lies between (-0.5 and 0.5) i.e. -0.5< d<0.5, and it was used by Kang & Yoon 
[11] & Korkmaz et al [8] and when -0.5< d<0.5, the series is said to be stationary. In this case, the effect of 

market shocks to ( t ) decay at a gradual rate to zero.  Also, when d=0, the series is said to have short 

memory and the effect of shocks to t  decays at geometrical rate whereas when d=1, there is the presence 

of a unit root process.  John and Jo-Hui, [12] revealed that long memory or positive dependence exist among 
distant observations when 0< d<0.5. They further opined that the series has intermediate memory or anti-

persistence when -0.5< d<0, non-stationary when  d 5.0 and stationary when .5.0d  Also, there is 
need  for us to  consider a non- invertible process and this simply  means that the series cannot be 
determined by any auto-regressive model. According to Margyan and Ramanathan [13], the autoregressive 
fractional integral moving Average (ARFIMA) model is nothing but the fractional integrated part of ARMA 
model  
 
2.3.2 FIGARCH model  
 
The FIGARCH (p,d,q) model on the other hand, is an acronym that stands for fractional integrated General 
autoregressive conditional Heteroskedasticity. According to Maryan and Ramanathan [13], the FIGARCH 
(p,d,q) model was introduced by Bordianon et al[14] with the intension to capture seasonal which allows for 
both periodic patterns and long memory characteristic in the conditional variance. The model merges both 
periodic and long memory component: 
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According to Maryam and Ramanathan [13], the frost three terms in the conditional variance produce the 
general model; the fourth term introduces a long memory component which takes the zero and seasonal 
frequencies. Also, the parameter “s” represents the length of the cycle, while d stands for the degree of 
memory. Rearranging the terms in model (3.3), an alternative specification model for the FIGARCH (p,d,q) 
model may be obtained as thus. 
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By replacing .1),(])1()()(1( 1  dOwithLasLLJLBp d
l  Where ....)( 2

21  LL   

of course, for the FIGARCH (p,d,q) for the above model to be the ARCH )( representation in (3.5) must 

be non-negative ie 0k for k = 1,2 some sufficient conditions 

 

2.4 Parameter estimation for ARFIMA model:  
 

The Gewek and porter-Hudak [3] procedure for estimating parameters of ARFIMA model is 
defined as thus: Given a spectral density function of stationary series 
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disturbance error. Geweke  and  Porter–Hudark [3], consider two major assumptions related to asymptotic 
behavior of the model in equation (2.10) and the assumptions are as thus: H1:for low frequencies, supposing 
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Where; j   identically independently distributed with (-c, )
6

2 . Given yj =- log 2sin4(   
2

j
 the 

Geweke and porter –Hudak [3] estimate of the regression log  )(xI  on the constant  and yj.  

 
The estimate of d is given by the equation below:  
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. Furthermore, it revealed that under the assumption of normality for given data series 

it has been proved that the result of the estimate is consistent and asymptotically normal [15]. 
 

2.5 Parameter estimation for FIGARCH model 
 

The likelihood of a FIGARCH (p,d,q) process based on the series }.......,{ 1  n may be written as:  
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The likelihood function is said to be maximized conditional on the startup values. Specifically there is need 

to fix all the pre-sample value of 
2
t  for t=0, -1, -2….  In the infinite ARCH representation in the model in 

equation (2.5) at the unconditional sample variance and according to Maryan & Rammanathan [13] for the 
FIGARCH (p,d,q) model with d > 0, the population variance does not exist. Therefore, in most practical 

applications with high frequency data, the standardized innovations ttt hZ 2
1

 are leptorkurtic and 

normally distributed through time. Maryan & Ramandathan [13] suggested that in these situations the robust 
quasi- maximum likelihood estimator (QMLE) methods discussed in Wess [16] and Bollerslev & 
Wooldridge [17] may give better estimate in terms of inference. 

 
3 Results 
 

 
 

Fig. 1. Time plot for Nigeria Crude Oil Price (Dollar/Barrel) 
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 Figure 4.1: Time Plot for  Nigeria Crude Oil Price (Dollar/Barrel)
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Fig. 2. Time plot on monthly coco bean price (Dollar) 
 

 
 

Fig. 3. Time plot on monthly exchange rate (Naira/Dollar) 
 

Fig. 1 -3 which are plots of the raw data and time (years). On the horizontal axis we have the raw data while 
on the vertical axis is in time (years). This portrays the direction and moving trend of the variable under 
study.  
 

 
 

Fig. 4. Time plot of the monthly returns on Nigeria Crude Oil Price (Dollar/Barrel) 
 

 
 

Fig. 5. Time plot of the monthly returns on Coco Bean Price (Dollar) 
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Figure 4.2: Time Plot on Monthly Coco Bean Price (Dollar)
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 Figure 4:3: Time Plot on Monthly Exchange Rate(Naira/Dollar)
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 Figure 4.4  Time Plot  of the Monthly Returns On Nigeria Crude Oil Price(Dollar/Barrel)
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Figure 4.5: Time Plot of the Monthly Returns On Coco Bean Price(Dollar)
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Fig. 6. Time plot on the monthly returns on exchange rate (Dollar/Naira) 
 
This is followed by Fig. 4-6 which are plots of returns on the raw data and time (years). On the horizontal 
axis we have the returns raw data while on the vertical axis is in time (years). 
 

 
 

Fig. 7. The autocorrelation of Crude Oil Price 
 
The Partial Function of Crude Price International Markets  
 

 
 

Fig. 8. Partial autocorrelations of Crude Oil Price (CP) 
 

The Autocorrelation Function of Coco Bean Price International Markets  
 

 
 

Fig. 9. Autocorrelation of Coco Bean Price 
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Figure 4.7: The Autocorrelationof Crude oil Price
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The Partial Function of Cocoa Bean Prices in International Markets  
 

 
 

Fig. 10. Partial Autocorrelations of Coco Bean 
 

 The Autocorrelation Function of Exchange Rate in International Markets  
 

 
 

Fig. 11. Autocorrelations of exchange rate 
 

The Partial Function of Exchange Rate Prices in International Markets  
 

 
 

Fig. 12. Partial Autocorrelations of exchange rate 
 

The Fig. 7, 9 and 11 above are the correlogram of Autocorrelation Function (ACF) of crude oil prices, cocoa 
beans prices and exchange rate (Naira Per Dollar) for  lag 40 respectively, while their Partial Correlation 
Function (PACF) are represented in Fig. 8, 10 and 12. 
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Table 1. Descriptive statistics of the returns on prices in international markets 
 

Variable  Mean Median Max Min Std.D Skewness Kurtosis Jarq. 
Bera 

P-value 

RCP 0.295  0.766  21.158 32.105  8.592 -0.679  3.971  40.320  0.000 
RCB  0.195  0.000  22.986 -19.513  5.753  0.053  3.891  11.654  0.003 
REXCH  1.008  0.169  20.538 -15.007  4.0129  1.026  9.618  694.057  0.000 

The results were all tested Significant at the 1%, 5% and 10% level of significance respectively 

 
Table 2. Unit root test for stationarity at first difference 

 
Variable(s) Augmented Dickey Fuller Test 

(ADFT) 
 Phillip PerronTest (PPT)  KPSS Test 

Test 
Stat 

   Test 
Stat 

   Test 
Stat 

   

  1% 5% 10%  1% 5% 10%  1% 5% 10% 

CP -10.261 -2.337 -1.649 -1.284 -13.371 -3.986 -3.426 -3.130 0.591 0.216 0.146 0.119 

CB -12.502 -2.337 -1.649 -1.284 -15.144 -3.986 -3.426 -3.130 0.385 0.216 0.146 0.119 

EXCH -12.162 -2.337 -1.649 -1.284 -13.815 -3.986 -3.426 -3.130 0.724 0.216 0.146 0.119 
The results were all tested Significant at the 1%, 5% and 10% level of significance respectively 

 
Table 2 shows the results of the Unit Root Test and this was done using the Augmented Dickey-Fuller test, 
Phillip Perron Test statistics and KPSS Test. The Augmented Dickey-Fuller (ADF) test has the following 
hypothesis: Ho: Unit root exists (non-stationary) versus H1: No unit root exists (stationary). Similarly, the 
stationarity of the variables were also tested using the Phillip Perron Test and the KPSS test statistics. For 
the  Augmented Dickey-fuller (ADF) test method, the decision is based on when the null hypothesis (Ho),at 
P- value 95% confidence level is greater than the standard probability value of 0.05. We reject the null 
hypothesis concluding that the variable under considerable within the period of the study is not stationary. 
Similarly, the Phillip Perron statistics were tested at P- value 95% confidence level as against  the standard 
probability value of 0.05 and if the calculated probability is greater than the standard probability value of  
0.05, we reject the null hypothesis concluding  that  the variable under considerable within the period of  the 
study is not stationary. This follows the conclusion that the variable required further differencing to render 
the series stationary.  
 

Table 3. Estimate of the L Jung-Box (Q) Statistic 
 

Sales  Q-statistic Probability Returns on 
Prices 

Q-statistic Probability 

Crude oil price(CP) Q(5) 1592.717 0.000 QS(5) 11.761 0.039 

Q(10) 2922.286 0.000 QS(10) 21.254 0.019 

Q(20) 5109.223 0.000 Qs(20) 31.490 0.049 

Q(50) 8984.009 0.000 Qs(50) 64.395 0.083 

Coco Bean(CB) Q(5) 1584.439 0.000 QS(5) 9.781 0.0817 

Q(10) 2901.609 0.000 QS(10) 13.173 0.214 

Q(20) 4932.883 0.000 Qs(20) 28.224 0.049 

Q(50) 8082.934 0.000 Qs(50) 83.250 0.002 

 Q(5) 1622.64 0.000 QS(5) 49.135 0.000 

Exchange Rate(ER)  Q(10) 3008.647 0.000 QS(10) 66.349 0.000 

 Q(20) 5106.029 0.000 Qs(20) 140.357 0.000 

 Q(50) 7404.828 0.000 Qs(50) 160.560 0.000 
The results were all tested at 1%, 5% and 10% level of Significance respectively 

 
Table 3 contains estimate of the L Jung-Box (Q) Statistic used in testing the presence of Autoregressive 
Conditional Heteroskedasticity (ARCH) effect. The presence of Autoregressive Conditional 
Heteroskedasticity (ARCH) is a condition which shows that a series violate the assumption of 
homoskedasticity, i.e., not having constant variance. Table 4 contains the estimate for test of the presence of 
long memory in Nigerian international markets for both raw price and sales, and returns on price and sales 
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Table 4. Estimates for the test of the presence of long memory in Nigerian international markets 
 

Raw Prices Crude Oil Price (CP) Exchange Rate (Exch) Cocoa Bean (CB) 
Test Stat    
Lo’s R/S Test [ 0.861, 1.747] 

[ 0.809, 1.862] 
[ 0.721, 2.098 

[0.861, 1.747] 
[0.809, 1.862] 
[0.721, 2.098] 

[0.861, 1.747] 
[0.809, 1.862] 
[0.721, 2.098] 

GPH Test    
M = T0.5 
M = T0.6 
M = T0.7 
M = T0.8 

[0.803***] 
[0.781***] 
[0.981***] 
[1.097***] 

[1.028***] 
[0.991***] 
[0.956***] 
[1.014***] 

[1.123***] 
[0.987***] 
[1.002***] 
[1.000***] 

Robinson Estimates    
0.5 
0.6 
0.7 
0.8 

[0.814***] 
[0.777***] 
[0.962***] 
[1.059***] 

[1.038***] 
[0.987***] 
[0.939***] 
[0.976***] 

[1.083*] 
[0.982*] 
[0.983*] 
[0.960*] 

Returns on 
Prices/Sales 

   

Lo’s R/S Test [0.861, 1.747] 
[0.809, 1.862] 
[0.721, 2.098] 

[0.86, 1.747] 
[0.809, 1.862] 
[0.721, 2.098 

[0.861, 1.747] 
[0.809, 1.862] 
[0.721, 2.098] 

GPH Test    
M = T0.5 
M = T0.6 
M = T0.7 
M = T0.8 

[ - 0.136] 
[ - 0.124] 
[ - 0.030] 
[ - 0.095] 

[0.091] 
[ - 0.080] 
[ - 0.086] 
[ - 0.030] 

[ 0.388] 
[ 0.238] 
[ 0.099] 
[ 0.165] 

Robinson Estimates    
0.5 
0.6 
0.7 
0.8 

[ -0.089] 
[ -0.123] 
[ -0.027] 
[  0.094] 

[ 0.093] 
[ -0.081] 
[ -0.087] 
[ -0.029] 

[ 0.358] 
[ 0.237] 
[ 0.092] 
[ 0.159] 

The results were all tested Significant at 1%, 5% and 10% respectively ie *, **and *** represents each level of significance 
 

Table 5 contains the estimates for the applications of Short Memory (ARIMA) models in modeling price and 
sales and returns on prices in Nigerian international mark 

- 

Table 5. Estimate of the applications of short memory models in modeling price and sales, and returns 
on price and sales in Nigerian international markets 

  
Sales Models Model Parameters Least 

AIC/BIC α Ф β ϒ AIC BIC 
CP 
 

ARIMA(1,1,1) 26.198  
(0.015) 

0.992 
(0.000) 

0.273 
(0.000) 

21.118 
(0.000) 

2057.02 2072.428  

ARIMA(2,1,2) 25.046 
(0.022) 

0.978 
(0.000) 

0.276 
(0.00) 

55.982 
(0.000) 

2396.293 2411.70  

CB   
 

ARIMA(1,1,1) 10.259 
(0.908) 

1.004 
(0.000) 

0.298 
(0.000) 

60.030 
(0.000) 

2420.589 2435.998  

ARIMA(2,1,2) 10.284 
(0.914) 

(1.008) 
(0.000) 

0.077 
(0.000) 

169.570 
(0.000) 

2781.955 2797.364  

ExchRate ARIMA(1,1,1) 1.261 
(0.022) 

0.993 
(0.000) 

0.217 
(0.003) 

0.012 
(0.000) 

-535.485 -520.076 -535.485 

ARIMA(2,1,2) 1.261 
(0.016) 

0.987 
(0.000) 

0.067 
(0.100) 

0.031 
(0.000) 

-217.391 -201.982 -217.391 

Returns on Prices         
RCP 
 

ARIMA(1,1,1) 0.287 
(0.627) 

0.186 
(0.522) 

-0.021 
(0.945) 

71.571 
(0.000) 

2474.692 2490.101  

ARIMA(2,1,2) 0.293 
(0.564) 

-0.942 
(0.000) 

0.972 
(0.000) 

72.999 
(0.000) 

2481.528 2496.937  

RCB   
 

ARIMA(1,1,1) 0.192 
(0.580) 

-0.062 
(0.850) 

0.200 
(0.535) 

32.394 
(0.000) 

2199.599 2215.008  

ARIMA(2,1,2) 0.195 
(0.525) 

0.719 
(0.993) 

-0.077 
(0.993) 

33.006 
(0.000) 

2206.086 2221.495  

RExchRate ARIMA(1,1,1) 1.024 
(0.006) 

0.205 
(0.041) 

0.161 
(0.124) 

14.0868 
(0.000) 

1910.035 1926.043 1910.035 

ARIMA(2,1,2) 1.092 
(0.035) 

0.901 
(0.000) 

0.833 
(0.000) 

15.688 
(0.000) 

1947.975 1963.384  

The results were all tested Significant at the 1%, 5% and 10% level of significance respectively 
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Table 6 contains the estimates of the applications of long memory (ARFIMA) models in modeling price and 
sales, and returns on prices in Nigerian international markets. 
 

Table 7 contains the estimates of the applications of long memory (FIGARCH) models in modeling price 
and sales, and returns on price and sales in Nigerian international markets 
 

Table 6. Estimate of the applications of long memory models in modeling price and sales and returns 
on prices and sales in Nigerian international markets 

 

Raw Sales Models   Least AIC 
α Ф β d  AIC BIC  

CP 
 

ARFIMA 
(1, 0.43,1) 

49. 722 
(9.128) 

0.849 
(0.000) 

0.011 
(0.889) 

0.431 
(0.000) 

20.695 
(0.000) 

2076.37 2076.37  

ARFIMA 
(2, 0.487,2) 

48. 912 
(0.686) 

0.616 
(0.000) 

0.061 
(0.454) 

0.487 
(0.000) 

3.556 
(0.000) 

2227.974 2247.235 

CB 
 

ARFIMA 
(1,-0.021,1) 

1.917 
(0.000) 

0.984 
(0.000) 

0.236 
(0.003) 

-0.021 
(0.790) 

0.012 
(0.000) 

-531.204 -511.943 -531.204 

ARFIMA 
(2,0.497 ,2) 

1.917 
(0.522) 

0.783 
(0.000) 

-0.337 
(0.000) 

0.497 
(0.000) 

0.018 
(0.000) 

-384.565 -365.304 -365.304 

ExchRate ARFIMA 
(1, 0.075,1) 

171.640 
(0.120) 

0.995 
(0.000) 

0.249 
(0.000) 

0.075 
(0.214) 

60.156 
(0.000) 

2429.254 2448.512  

ARFIMA 
(2, 0.497,2) 

166.143 
(0.775) 

0.919 
(0.000) 

-0.359 
(0.000) 

0.497 
(0.000) 

100.225 
(0.000) 

2611.047 2630.308 

Returns on Prices         
RCP 
 

ARFIMA 
(1,-0.233,1) 

0.368 
(0.168) 

0.584 
(0.004) 

-0.196 
(0.127) 

-0.233 
(0.174) 

71.025 
(0.000) 

2474.293 2493.554  

ARFIMA 
(2, 0.154,2) 

0.239 
(0.759) 

0.649 
(0.000) 

-0.752 
(0.000) 

0.154 
(0.003) 

71.410 
(0.000) 

2476.03 2496.38  

RCB 
 

ARFIMA 
(1, -0.135,1) 

0.210 
(0.335) 

0.400 
(0.425) 

-0.134 
(0.695) 

-0.135 
(0.525) 

32.328 
(0.000) 

2201.009 2220.27  

ARFIMA 
(2, 0.100,2) 

0.178 
(0.720) 

0.156 
(0.805) 

-0.217 
(0.728) 

0.100 
(0.052) 

32.328 
(0.000) 

2204.267 2223.528  

RExchRate ARFIMA 
(1, 0.093,1) 

1.067 
(0.014) 

0.049 
(0.777) 

0.220 
(0.106) 

0.093 
(0.146) 

13.978 
(0.000) 

1910.149 1929.41 1910.149 

ARFIMA 
(2, 0.276,2) 

1.169 
(3.145) 

-0.898 
(0.000) 

0.810 
(0.000) 

0.276 
(0.000) 

13.923 
(0.000) 

1909.945 1928.706 1909.945 

The results were all tested Significant at 1%, 5% and 10% respectively 
 

Table 7. Estimates of the applications of long memory (FIGARCH) models in modeling price and 
sales, and returns on price and sales in Nigerian international market 

 
Sales    
Model Parameters Crude Oil Price Exchange Rate Cocoa Beans   
 FIGARCH  

(1,d,1) 
FIGARCH 
(2,d,2) 

FIGARCH 
(1,d,1) 

FIGARCH 
(2,d,2) 

FIGARCH 
(1,d,1) 

FIGARCH 
(2,d,2) 

CST(M) 19.222 
(0.000) 

0.036 
(0.000) 

100.00 
(0.000) 

88.008 
 (0.000) 

1.563 
(0.000) 

0.810 
(0.000) 

CST (V) 1.136 
(0.000) 

0.000 
(0.000) 

0.611 
(0.8260 

99.990 
(0.000) 

0.010 
(0.000) 

0.000 
(0.000) 

d-FIGARCH 0.001 
(0.000) 

0.000 
(0.000) 

1.000 
(0.000) 

0.961 
(0.000) 

0.716 
(0.000) 

0.190 
(0.00) 

ARCH(1) 1.000 
(0.000) 

  0.964 
(0.000)     

0.727 
(0.000) 

0.123 
(0.000) 

0.722 
(0.000) 

0.000 
(0.000) 

ARCH(2)  0.000 
(0.000) 

 0.010 
(0.000) 

 0.000 
(0.000) 

GARCH (1) - 0.000 
(0.000) 

0.000 
(0.000) 

0.794 
(0.000) 

0.099 
 (0.000) 

0.258 
(0.000) 

0.000 
(0.000) 

GARCH (2)  0.000 
(0.000) 

 0.001 
(0.000) 

 0.000 
(0.000) 

Loglikelihood -1430.18 -1784.29 -1823.05 -8678.583 -200.82 -501.446 
Means () 51.097 51.020 1.009 153.366 1.948 1.946 
Skewness -1.27 0.719 -0.907 -1.109        0.432 -0.627 
Kurtosis 0.705 2.321 -1.027 -0.092       2.029 2.031 
Jarque-Bera 100.47 104.88 62.818 71.451          22.918 56.683       
AIC 8.272 8.362 10.536 10.472 1.186 2.928 
SIC 8.327 8.372 10.592 10.550 1.242 3.006 
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Sales    
Model Parameters Crude Oil Price Exchange Rate Cocoa Beans   
Returns on Prices      
CST(M) 0.204 

(0.791) 
0.010 
(0.000) 

0.173 
(0.415) 

0.010 
(0.000) 

0.123 
(0.673) 

0.010 
(0.000) 

CST (V) 69.087 
(0.778) 

36.653 
(0.000) 

70.940 
(0.003) 

7.996 
(0.000) 

37.599 
(0.009) 

16.437 
(0.000) 

d-FIGARCH 0.354 
 (0.966) 

0.450 
(0.000) 

0.180 
(0.002) 

0.450 
(0.000) 

0.282 
(0.013) 

0.450 
(0.000) 

ARCH(1) 0.000 
(1.000) 

0.100   
(0.000) 

0.960 
(0.000) 

0.100 
(0.000) 

0.000 
(1.000) 

0.100 
(0.000) 

ARCH(2)  0.001 
(0.000) 

 0.001 
(0.000) 

 0.001 
(0.000) 

GARCH (1) 0.188 
(0.989) 

0.400 
(0.000) 

0.634 
(0.000) 

0.400 
(0.000) 

0.095 
(0.969) 

0.400 
(0.000) 

GARCH (2)  0.001 
(0.000) 

 0.001 
(0.000) 

 0.001 
(0.000) 

Loglikelihood -0.679   -156 -855.482 -215 -1087.88 -685 
Means () 0.296 0.296 1.009 1.008 0.19507   -1.295 
Skewness -0.689 -4.448 2.7108 -5.652 0.017 42.197      
Kurtosis  0.366 55.753 17.973 106.41 0.440 42.197       
Jarque 29.377 46087. 5095.2  1.6555e+05 2.813 25842. 
AIC 8.276 897 4.960’’’’ 124 6.299 395 
SIC 8.331 897 5.015’’’’ 124 6.355 395 

The results were all tested Significant at 1%, 5% and 10% respectively 

 
Table 8 shows the estimates of the model selection criteria using the AIC and SIC of the short and long 
memory models 
 
Table 8. Estimates of the model selection criteria using the AIC and SIC of the short and long memory 

models 
 

Short Memory Model AIC SIC Least AIC 
 CP 

 
ARIMA(1,1,1) 2057.02 2072.428  
ARIMA(2,1,2) 2396.293 2411.70  

Sales CB 
 

ARIMA(1,1,1) 2420.589 2435.998  
 ARIMA(2,1,2) 2781.955 2797.364  

ExchRate ARIMA(1,1,1) -535.485 -520.076 -535.485 
ARIMA(2,1,2) -217.391 -201.982  

 RCP 
 

ARIMA(1,1,1) 2474.692 2490.101  
Returns on Prices ARIMA(2,1,2) 2481.528 2496.937  
 RCB 

 
ARIMA(1,1,1) 2199.599 2215.008  
ARIMA(2,1,2) 2206.086 2221.495  

RExchRate ARIMA(1,1,1) 1910.635 1910.635 1910.635 
ARIMA(2,1,2) 1947.975 1963.384  

Long  Memory Models     
 CP 

 
ARFIMA(1, 0.43,1) 2076.37 2076.37  

Sales ARFIMA(2, 0.487,2) 2227.974 2247.235  
 CB 

 
ARFIMA(1,-0.021,1) -531.204 -511.943 -531.204 

 ARFIMA(2,0.497 ,2) -384.565 -365.304  
 ExchRate ARFIMA(1, 0.075,1) 2429.254 2448.512  
 ARFIMA(2, 0.497,2) 2611.047 2630.308  
 CP 

 
FIGARCH(1,0.001,1) 8.272 8.327  

 FIGARCH(2,0.000,2) 8.362 8.372  
 CB 

 
FIGARCH(1,0.716,1) 1.186 1.242  

 FIGARCH(2,0.190,2) 2.928 3.006  
 ExchRate FIGARCH(1,1.000,1) 10.536 10.592  
 FIGARCH2,0.961,2) 10.472 10.550  
Returns on Prices RCP 

 
ARFIMA(1,-0.233,1) 2474.293 2493.554  

 ARFIMA(2, 0.154,2) 2476.03 2496.38  
 RCB 

 
ARFIMA(1, 0.135,1) 2201.009 2220.27  

 ARFIMA(2, 0.100,2) 2204.267 2223.528  
 RExchRate ARFIMA(1, 0.093,1) 1910.149 1929.41  
 ARFIMA(2, 0.276,2) 1909.945 1928.706  
 RCP 

 
FIGARCH(1,0.354,1) 8.276 8.331  

 FIGARCH(2,0.45,2) 897 897  
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Short Memory Model AIC SIC Least AIC 
 RCB 

 
FIGARCH(1,0.282,1) 6.299 6.355  

 FIGARCH(2,0.450,2) 395 395  
 RExchRate FIGARCH(1,0.180,1) 4.960 5.015 4.960 
 FIGARCH(2,0.450,2) 124 124  

The results were all tested Significant at 1%, 5% and 10% respectively 
 

The overall best fitted short memory model: The overall best fitted Short Memory model for both sales 
and returns on Prices in Nigerian International markets was ARIMA (1,1,1) on sales (Exchange Rate)  
 

ARIMA (1,d,1) y = t – 0.217 1t + 1.2610 1ty                 3.1 

 (0.000)(0.022) 
 

AIC=-535.485, BIC= -520.076 
 

The overall best fitted short memory model for both sales and returns on prices in Nigerian International 
markets was ARIMA (1,1,1) on Returns  (Rexch rate) 
 

ARIMA (1,d,1)    y = t – 0.161 1t + 1.024 1ty                 3.2 

                                               (0.000)      (0.022) 
 

AIC=1910, BIC= 1963.384 
 

The Overall Best Fitted Long Memory Model: The overall best fitted long memory model for  both sales  
and returns  on prices in Nigerian international markets using  ARFIMA models   was an  ARFIMA(1,-
0.021,1) on sales (Coco Beans):  
 

ARFIMA (1,-0.021,1) =   
(0.000)                                     (0.000) 

)(0.236)1()1)((0.984 -0.021
tt DDD  
           3.3 

 
AIC    = -531.204     BIC  = - 511.943 

 
The overall best fitted long Memory model for both on Returns on Prices in Nigerian International markets  
using  FIGARCH model was an  FIGARCH (1,0.180,1) on  returns(RExch Rate): 
 

2 1 0.180 2 2
1FIGARCH(1,0.180,1) ( ) 0.173* 0.960(1 0.415 ) (1 ) (1 0.00 )(0.634) ( 1) 3.4t tL L L z  

     

 

AIC = 4.960, BIC=5.015 
 

3.1 Test for ARCH effect 
 
Table 9 shows estimation for ARCH effect using the Ljung–Box test for model adequacy following the 

hypothesis below:  Ho: 1 = Absence of ARCH effect up to order q versus H1:   0 for some i elements 

ranging from {1,….q} such that the  least one variable has presence of ARCH effect. The decision to accept 

or reject the hypothesis was based on the probability value ,ie,  if the probability value is greater than the 5% 

level of significance then the null hypothesis will be accepted. However, if we fail to accept the null 

hypothesis then the alternative hypothesis will be accepted. Also, the row in Table 10 contains the result for 

normality test using Jarque-Bera test. The hypothesis states that Ho: 1 is normally distributed  versus H1:  

is not normally distributed. The decision to accept or reject the hypothesis was based on the probability 

value,i.e, if the probability value is greater than the 5% level of significance then the null hypothesis will be 

accepted . However, if we fail to accept the null hypothesis  then the alternative hypothesis will be accepted. 
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Table 9. Summary of diagnostic check for ARFIMA (1,-0.021,1) model 
 

Test (X2) P-value 
LJJung-Box 9.7814 0.0817 
Jarque-Bera 7.09 0.0288 

The results were all tested Significant at the 1%, 5% and 10% level of significance respectively 

 
Table 9 contains the summary of diagnostic check for ARFIMA(1,-0.021,1) model. This was done using the 
LJung Box and Jargue Bera test statistics  
 

3.2 The Quantile-Quantile Test (Q-Q plot) 
 
The Q-Q plot is a scatter plot plotted between two sets of quantiles against each another. This is done to 
examine whether the two sets of quantiles came from the same distribution and if that is true then the two 
lines lie straight on each other, revealing that the residual of the estimated model follow a standardized order 
of a normal distribution 
 

 
 

Fig. 13. Quantile-quantile for coco bean sales versus coco bean predicted sales 
 

3.3 Econometric criteria and forecasting 
 
This involves evaluating the Performance of the model that was chosen, ARFIMA (1,-0.021,1), after 
checking the adequacy of the model selected.  The result of the forecast is shown in the Table 10. 
 

Table 10. Forecasting performance of ARFIMA (1,-0.021,1) 
 

Date Predicted Observed 
Jan-21 1.910879 0.69891 
Feb-21 1.911147 0.698912 
Mar-21 1.911411 0.698914 
Apr-21 1.911669 0.698917 
May-21 1.911923 0.698919 
Jun-21 1.912172 0.698921 
Jul-21 1.912417 0.698923 
Aug-21 1.912657 0.698924 
Sep-21 1.912893 0.698926 
Oct-21 1.913124 0.698928 
Nov-21 1.913351 0.698929 
Dec-21 1.913574 0.698931 
Jan-22 1.913793 0.698932 
Feb-22 1.914008 0.698934 
Mar-22 1.914218 0.698935 
Apr-22 1.914425 0.698936 
May-22 1.914628 0.698937 
Jun-22 1.914827 0.698939 
Jul-22 1.915023 0.69894 
Aug-22 1.915215 0.698941 
Sep-22 1.915403 0.698942 
Oct-22 1.915588 0.698942 
Nov-22 1.915769 0.698943 
Dec-22 1.915947 0.698944 

11
.5

22
.5

33
.5

Coco Be
an (Sale

s)

1 1.5 2 2.5 3 3.5
Coco Bean (CB) Sales  Prediction

Figure 4:14  Quantile-Quantile For Coco Bean Sales Versus Coco Bean Predicted Sales 

Quantile-Quantile Plot
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Fig. 14. Graphs by predictions appear to trail the data series 
 
The above Fig. 14 shows that the in-sample predictions appear to trail the original series (Coco Bean Sales) 
well and that the fractionally differenced series looks much more like a stationary series than does the former 
(original) data series. Fig. 14 shows the original series (Coco Bean Sales), in-sample predictions and 
fractionally differenced Coco Bean Sales series. Also, Fig. 16 graph of impulse –response variable and 
impulse function and Figure fitting the ARMA into ARFIMA model. Figure fits the ARMA into ARFIMA 
model is examined to identify the deficiency associated with ARMA and ARIMA model respectively. 
 

 
 

Fig. 15. Graphs by irfname, impuse variable, and response variable 
 
The above Fig. 15 shows that a shock to a sale in Nigerian international market causes an initial spike to the 
commodity itself, after which the impact of the shock starts decaying slowly. This behavior is an evidence of 
long-memory processes 
 

 
 

Fig. 16. Fitting the ARMA into ARFIMA model 
 

4.  Discussion  
 
This study focuses on three important commodity prices representing Nigerian international markets. They 
include: Nigerian crude oil prices (Dollar Per Barrel), Coco Bean (Dollar) and exchange rate (USD/NGN). 
The data extracted for the study starts from 19th January, 1991 to 19th December, 2019. These three 
commodities  future prices were  expressed in Nigeria, Naira /US Dollar currencies and their return on  
prices i of commodity j, at definite time t in a continuous compounding basis were estimated  in equation. 
 
Figs. 1 – 3 represent the time plot of pattern of Nigerian international markets. These figures show an 
expected non-stationary process exists in price series. The series show continuous trending across the time of 

1
1.5

2
2.5

3
3.5

January 1990 January 2000 January 2010 January 2020
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Coco Bean(CB) Sales

XB  prediction
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Figure 4. 16 :  Graphs by irfname, impulse variable, and response variable
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the observations (data series) on vertical axis while the time is on the horizontal axis. Also, figs. 4-6 
illustrate the time plot of the data series on returns on prices of Nigerian international markets (RIT) 100%. 
From physical observation, there is clustering effect in the return series, a period of high volatility followed 
by period of tranquility, such that Nigerian international markets future returns fluctuate in a range smaller 
than the normal distribution. This conformed to Roengchai [18] assertion that there are some circumstances 
where certain commodity future returns oscillate in a much wide scale that is allowed by a normal 
distribution. According to Mohammad Saeid [19] this process is important in order to recognize the 
distribution or the data and in a way prepare the financial series for modeling process.  
 
Table 1 presents the summary descriptive statistics which include: mean, median, maximum, minimum, 
standard deviation, skewed test, excess kurtosis and Jarque-Bera test statistic for individual data indicators of 
the Nigerian international markets. The symbols used in describing them include: RCP (Returns on Crude 
Oil prices), RCB (Returns on Cocoa Bean Prices) and REXCH (Returns on Exchange Rate) respectively. 
The sample mean of all the indicators have positive signs which means they are positive mean reverting, but 
their corresponding standard deviation of the return series are much higher. Also, the skewed statistics are all 
positive except returns on crude oil prices which have negative sign (-0.679). This simply signifies that the 
series is skewed to the left (extreme loss) than right tail (extreme gain). A situation whereby an indicator is 
skewed to the left is one of the common characteristics of financial data series [20]. Also, the kurtosis 
statistics are 3.971, 3.891 and 9.618 respectively, suggesting the presence of heavy tail. The Jarque-Bera (J-
B) test statistics are 40.320, 11.654 and 694.057 respectively and they are all statistically significant theory, 
indicating that the distribution of these indicators are not normally distributes. The causes of this could be 
attributed to the presence of extreme observations. Hence, the null hypothesis of normality is rejected while 
the alternative hypothesis that these indicators are not normally distributed is accepted. The results obtained 
here is in line with Roengchai [18] attempt “to model long memory volatility in Agricultural commodity 
futures returns”. In Roengchai [18], it was found that the normal distributions of the indicators under 
investigations have a small skewed statistic and high kurtosis suggesting that the distributions for the returns 
in prices were not normal. However, in a situation like this, Deebom and Essi [20] suggested that there is 
need to further use  an alternative inferential statistic in order to eliminate the problems associated with non-
normality distributions of the returns on prices of the commodity. 
 
Table 3 shows the results or stationarity check in the series using the augmented Dickey Fuller Test (ADFT), 
Philip Perron Test (PPT) and the KPSS test respectively. The augmented Dickey Fuller test (ADFT) 
examines the null hypothesis that a time series data under investigation is stationary against the alternative 
hypothesis that the series non-stationary. The results obtain here revealed  that since the probability value of 
the estimate is smaller than 0.05, level of significance, we concluded that the series is stationary at first 
difference. This result agrees with Omekara [15] and Kesemia [21,22]  findings respectively in their  studies  
carried out on forecasting liquidity ratio of commercial banks in Nigeria and  the investigation of fractional 
ARIMA process and applications in modeling financial time series. In these studies,  it was found that the 
series used in these studies were stationarity at first-difference respectively. Similarly, their investigations 
were carried out using the Philip Perron test (PPT) and it was confirmed that the series are all stationary at 
first difference. In another development, these results were also checked by performing the KPSS test, the 
null hypothesis of the KPSS test confirmed that the series are stationary. All unit root tests were conducted 
with STATA version 15 and they were all tested at 5% level of significances. 
 
Fig. 7-12 presents the Autocorrelation Function (ACF) and Partial Autocorrelation Function (PACF) of 
Nigerian international markets indicators. From visual examination, the autocorrelation decay rate shows 
that there is the presence of long memory in the monthly returns for Nigerian international markets 
indicators. Fig. 7, 9, and 11 shows the autocorrelation function of absolute Nigerian international markets 
monthly returns and the graphs show that the autocorrelation is persistent and significant at 26, 23 and 24 
lags respectively. This is evidence of non stationary series, since they fall outside the 95% confidence 
interval while their partial autocorrelation function as shown in Fig. 8, 10 and 12 cut off at 2, 2, and 4 
respectively. The Autocorrelation Function (ACF) tails off showing significant spikes at their respective lags 
while the partial autocorrelation functions showing a positive first lag and a set of exponential decays. This 
is an indication of an Autoregression AR(P) process, using the correlelogram. Otherwise if the first Lag of 
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the autocorrelation function of the difference shows a cut-off and/or the first lag is negative, then it is 
expected to add a moving average (MA) terms to the model. This result agrees with Kevin [23], Serlcarn& 
Veysel [24], Mukherjee &SarKar [25], and Brooks [26] on the methods to long memory, Christos [27] and 
Samet& Yanlin [28] findings respectively 
 
However, from visual examination, both autoregressive (AR) and the moving average (MA) seem to move 
in the opposite direction. Although, Naveen [29] observes that traditional stationary ARMA (Autoregressive 
Moving Average) model has a short memory, as a result of its autocorrelation function decays exponentially. 
On the contrary, the ACF dies more slowly than theoretical autocorrelation at long lags. Naveen [29] further 
opined that the traditional stationary Autoregressive Moving Average (ARMA) models generally produce an 
excessive number of parameters for model estimation, specifically when the auto correlation decay date is 
slow. Based on our  results in this case, reveal an auto correlations that exhibit a clear pattern of persistence 
and slow decay which is a typical case of a long-memory process as it was also confirmed in Kseniia [22]. In 
Kseniia [22]”Fractional ARIMA processes and applications in modeling financial time series”, it was found 
that the autocorrelations of the data series under investigation exhibited  a clear pattern of persistence and 
slow decay which is a clear case of a long-memory process[23].  
 
Table 2 presents ARCH effect using the Ljung-Box (Q) statistics for the raw time series and the returns 
series. From the returns of the test statistics, the null hypothesis of white noise is rejected for the raw time 
series data while the alternative hypothesis is accepted. Also, in the case of the returns series the reverse is 
the case. This shows that the raw time series data are autocorrelated. This result confirmed with Kevin [23] 
findings in examining “an overview of the determinants of financial volatility: An explanation of measuring 
techniques”. In Kevin [23] it was found that returns series do not show evidence of the presence of 
autocorrelation. 
 
Table 4 shows the estimates for the test of the presence of long memory in Nigerian international markets. 
The study test the presence of Long memory in raw prices and in the returns on prices series, using Lo’s 
rescaled statistics, Robinson test and GPH test. From the results obtained, it was confirmed that raw prices 
clearly show evidence of long memory using all the estimators. Therefore, in this case, we do reject the null 
hypothesis of no Long memory in Nigerian international markets while the alternative hypothesis was 
accepted. The implication on the economy is that there is display of a typical spectral shape, apparently 
diverging to infinity at zero frequency and declining uniformly in hyperbolic order which makes the 
economy unstable.  For the return series, the results of all the tests provide evidence of no long memory. 
However, the results of long memory found in the raw prices series pointed out the suitability of  a class of 
GARCH model which can capture long memory property in the volatility process. The result obtained under 
this investigation is not in line with Serlcarn and Veysel [25] findings. In Serlcan and Veysel 
[25],”investigations of the value-at-risk predictions of precious metals with long memory volatility models”, 
it was found that in investigating long memory property or precious metals using both GPH and GSP tests 
do not reject the null hypothesis of no long-memory for the returns on the prices of precious metals.  
 
Table 6 shows that for sales, parameter (d) in crude oil prices dƐ(0.431), for ARFIMA (1, d, 1) and Ɛ (0.497) 
for ARFIMA (2, d, 2) while for cocobeans have (-0.021 <d< 0.497) for ARFIMA (I, d, 1) and ARFIMA (2, 
d, 2) respectively. Similarly, for exchange rate we have dƐ (0.075, 0.497) for ARFIMA (I, d, 1) and 
ARFIMA (2, d, 2) respectively. More specifically, for crude oil prices, empirical evidence shows that 
increase in Lag length may lead autocorrelations hyperbolical decay to zero. This is also true for others, 
except coco bean;  when ARFIMA (2, d, 2) model is used, it shows evidence of an intermediate memory or 
anti persistence since autocorrelations is negative. The results obtain here conformed to Mukherjee and 
Sarkar [26], studied on” long memory in stock returns: Insights from the Indian markets”.  In Mukherjee and 
SarKar [26], three different tests were used to detect the presence of long memory in stock returns and they 
include: the rescale range analysis, the modified rescale range analysis and the whistle test. The result shows 
that the returns series do not exhibit any appreciable long memory process;  the absolute and squared returns 
display long memory features. It was also revealed that the results of the findings are in agreement with the 
stylized facts observed in financial markets. 
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Table 7 shows the estimates of the application of long memory models in modeling sales and returns on 
prices in Nigerian international markets by using the FIGARCH- BBM and Chung model specifically the 
BFGS maximization method. The GARCH co-efficient () are all significant at 50% level of significance 
suggesting that the conditional variance depend upon its own lagged values for sales and returns on prices in 
Nigerian international markets, except the case of exchange rate returns on prices. Generally, the large (or 
small) sum of the ARCH and GARCH would infer that substantial positive or negative in sales or returns on 
prices in Nigeria international markets, in future forecast or the variance ,to remain high for a sustained 
period [27]. The long memory parameters values (d) are for sales are equal to 0.001, 0.000, 1.00, 0.961, 
0.716 and 0.190 which shows evidence that the null hypothesis of no long memory should be rejected. These 
values are found significant at a 5% significance level.  
 
Similarly, returns on prices were equal to 0.354, 0.45, 0.180, 0.45, and 0.282 and 0.450. This shows 
evidence that the null hypothesis or no long memory should be rejected at the 5% level of significance 
except the case of returns on prices of exchange rate are not significant. The implication for the significance 
or the d parameter is that any shock to volatility decay slowly at a hyperbolic rate item than the typical fast 
decay (exponential rate). The absence of long memory in the returns on prices of exchange rate contradicts 
Christos [27] findings in testing “Long memory in exchange rates: International evidence”. In Christos [27], 
it was found that lack of long memory in the daily returns of exchange rates supports the efficient market 
hypothesis (EMH). Although, the variations in the findings could be attributed to timing of the variable for 
example, the former study was on daily returns of exchange rates while the current study was on returns of 
exchange rates in Nigerian international markets[29]. Samet and Yanlin [28], investigates Long memory in 
volatilities of CDS spreads pieces of evidence from the emerging markets. From the results obtained using 
the FIGARCH model long-memory suggests that the Efficient Market Hypothesis (EMH) may not hold for 
the CDS spreads of those four countries under investigation. Similarly, this result agrees with Heitham [30] 
in evaluating the success of Fractionally Integrated-GARCH models on prediction stock market return 
volatility in gulf Arab stock markets. The purpose of the study was to evaluate the different Fractionally 
Integrated-GARCH Models which include; FIGARCH for BBM's, FIGARCH for Chung, FIEGARCH, 
FIAPARCH for BBM's, FIAPARCH for Chung, and HYGARCH. The results show that FIGARCH BBM is 
the best fitted model for the data extracted from UAE, KSA, and Bahrain. 
 
Table 9 contain the result for test for the presence of ARCH effect which  shows that the decision to accept 
the hypothesis should be upheld while the alternative hypothesis will be rejected since the estimated 
probability value is greater  than the standard probability value of 0.005. The implication for this is that there 
is absence of ARCH effect. Similarly, we accept the null hypothesis since the calculated probability value is 
greater than 5% level of significance. Conversely, we will fail to accept the alternative hypothesis 
 
Fig. 14, shows that the theoretical lie straight which reveals that the residual follow a standardized order of a 
normal distribution and this is an example of a normal Q-Q plot since both sets of quantiles lies straight on 
each other and this confirms truly that they come from normal distribution. 
 
Table 10 shows performance evaluation of ARFIMA (1,-0.021,1)model. After checking the adequacy of 
the model selected, the result reveals the predicted values of the estimated model. The implication of 
this is that the estimated ARFIMA (1,-0.021, 1) model is better fitted to the application of Long 
memory model in Nigerian international markets. This result is similar to Omekara (15) and Kesemia 
[22] findings respectively.  In  these studies, carried out by Omekara [15] and Kesemia [22] in forecasting 
liquidity ratio of commercial banks in Nigeria and in the investigation of fractional ARIMA process and 
applications in modeling financial time series, it was found that ARFIMA (5, 0.12, 1) model better than 
other models. 
 
Fig. 14 shows that the in-sample predictions appear to trail the original series (Coco Bean Sales) well and 
that the fractionally differenced series looks much more like a stationary series than does the formal 
(original) data series. Similarly, Fig. 16 shows that a shock to coco bean sale causes an initial spike to the 
commodity itself, after which the impact of the shock starts decaying slowly. This behavior is an evidence of 
Long memory processes. 
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Fig. 16 contains a plot of the spectral densities discussed by both ARMA and the long-run ARFIMA 
parameter estimates. This was plotted to examine the deficiency associated with ARMA process that led to 
development of the ARFIMA model as generalizations of the ARIMA models. The result obtained for fitting 
the short memory into long memory model conformed to Granger and Joyeux’s [9] assertion. In Granger and 
Joyeux’s [9], it was asserted that the two models imply different spectral densities for frequencies close to 0 
when d >0. When d >0, the spectral density implied by the long memory estimates diverges to infinity, 
whereas the spectral density implied by the ARMA estimates remains finite at frequency 0 for stable ARMA 
processes.  This difference reveals the ability of ARFIMA models to capture long-run effects which ARMA 
models only capture as the parameters approach specifically for an unstable model. The second graph in 
figure shows a plot of the spectral densities implied by the ARMA parameter estimates and by the long 
memory (short-run ARFIMA) parameter estimates, which are the short memory models (ARMA) parameters 
for the fractionally differenced process.  However, comparing the two graphs shows the ability of parameters 
of long memory (short-run ARFIMA) to capture both low and high-frequency components in the fractionally 
differenced series. In contrast, parameters of short memory models (ARMA) can only capture low-frequency 
components in the fractionally integrated series. All these agree with Palma [30] in modeling Long-Memory 
Time Series: theory and Methods.  
 

4.1 Summary of Major Findings  
 
The persistence of shocks in Nigerian international Markets is shown in Figs. 4-6 which are illustrated using 
the time plot of the data series on returns on prices of Nigerian international markets (RIT) 100%. From 
physical observation, these are clustering effects in the return series, a period of high volatility followed by a 
period of tranquility, such that Nigerian international markets future returns fluctuate in a range smaller than 
the normal distribution. Also, in Fig. 16 there is the presence of persistence shocks in International Markets 
(cocoa bean sales) which is caused by initial spike in the commodity itself, after which the impact of the 
shock starts decaying slowly. This behavior is evidence of long-memory processes. Also, Using Lo’s 
rescaled statistics, Robinson test, and GPH test, it was revealed that there is the presence of long memory in 
the sales but not too visible in the returns on prices in Nigerian international markets. Also, to develop a 
Long-range dependence in Nigerian international Markets is done using fractionally integrated volatility 
models as shown in Equation3.3 and 3.4 in chapter 4 of this study. Although, from the results it is found that 
returns series do not show much evidence of the presence of autocorrelation. Based on the results of the data 
analysis, the appropriate long memory model for Nigerian international Markets between 1991 to 2020 can 
be written as thus: 
 

ARFIMA (1,-0.021,1) =   
(0.000)                                     (0.000) 

)(0.236)1()1)((0.984 -0.021
tt DDD  
           4.1 

 
AIC    = -531.204     BIC  = - 511.943 

 
Some of the advantages in using long memory models in the modeling of the returns in Nigerian 
International Markets over the use of short memory models is that the ARIMA models only capture the 
short-range dependence property which is part of the normal conventional integer-order models, whereas the 
ARFIMA model gives a better fit and result when dealing with the data which possess the long-range 
dependence property. Empirically, From the selected models it was confirmed that ARFIMA (1,d,1) shows 
evidence of better performance than any other long memory models. In terms of performance comparison, 
the results obtained here conformed with Li et al[31] findings in their study on the use of the ARFIMA 
model to analyzing and predicting the future levels of the elevation of Great Salt Lake data. The results 
revealed that the predicted results of long models have better performance compared to the conventional 
ARMA models. In another development, Li et al[31] examined four models for the Great Salt Lake water 
level forecasting: ARMA, ARFIMA, Generalized Autoregressive Conditional Heteroskedasticity (GARCH), 
and Fractional Integral Autoregressive Conditional Heteroskedasticity (FIGARCH). They found that 
FIGARCH offers the best performance, indicating that conditional heteroscedasticity should be included in 



 
 
 

Dum et al.; AJPAS, 11(4): 1-23, 2021; Article no.AJPAS.65873 
 
 
 

21 
 
 

time series with high volatility. Also, Sheng and Chen [32], proposed a new ARFIMA model with stable 
innovations to analyze the Great Salt Lake data and predicted future levels. They also compared accuracy 
with previously published results. Also, the implemented methods are illustrated with applications to some 
numerical examples and a tree ring database [33]. Also, in the application of both univariate and multivariate 
trend-stationary ARFIMA models generated a long memory autocorrelated process around a deterministic 
time trend. Baillie and Chung [34] found remarkable success in representing the annual temperature and 
width of tree ring time-series data. Based on performance evaluation using the Aikai information criteria as 
one of the several types of model selection criteria, the ARFIMA (1,-0.021, 1) model was found to be the 
best-fitted model. Therefore, an ARFIMA (1,-0.021,1) model should be considered appropriate in testing the 
application of long memory models in modeling sales and returns on prices in any other international 
markets. It was confirmed that the Efficient Market Hypothesis (EMH) may not hold for Nigerian 
International markets. For two years (January, 20 to Dec-22) step ahead forecast, the predicated value for 
Cocoa Bean Sale using the ARFIMA (1,-0.021,1)  falls between the range of 1.907247 to 1.915947. 
 

5 Conclusion 
 
This study mainly focused on the application of long-memory models in sales and returns on prices in 
Nigerian international markets. To determine the presence of long-memory in returns and volatility, we 
utilized two traditional approaches to long memory modeling such as the classical stationary time series and 
fractionally integrated model before estimating the ARFIMA and FIGARCH models. The results obtained 
from the empirical findings suggest that the series (sales and returns on price) appears to be leptokurtic. It 
exhibits heavy-tail behavior and the returns series confirming that the indicators of Nigerian international 
markets are autocorrelated. The results of ARFIMA and FIGARCH models show that there is the presence 
of long memory in Nigerian international markets (sales). It also shows that sales and returns on prices are 
predictable. This supports the concept of a long-memory process.  In conclusion, from the results obtained 
the study conducted a forecast of the indicators of Nigerian International Markets using ARFIMA (1,-
0.021,1). The autocorrelation function of the Nigerian International Markets data showed persistence 
characteristic which is one of the features of a long memory process. This led to fitting a suitable ARFIMA 
(1,-0.021,1) model. This indicates that shocks in Nigerian International Markets persist over a long period 
and so, there is a need for government and policymakers to pursue policies that will strongly stabilize and 
regulate the activities of investors in Nigerian International Markets.   Besides, since Nigeria is an exporting 
and importing economy, policies that will ensure a good net export status for the economies should be 
pursued vigorously. The study suggested that in the design for asset allocation strategies, government, 
policymakers, investors, market experts should consider oil price and agricultural commodity price volatility 
as a key source of inevitable risk. 

 

Competing Interests 
 
Authors have declared that no competing interests exist. 
 

References 
 
[1] Hurst HE. Long-term storage capacity of reservoirs. Transactions of the American Society of Civil 

Engineers. 1951;116:770–799. 
 
[2] Lo . A,W. Long-term memory in stock market prices. Econometrica. 1991;59:1279-1313. 
 

[3] Geweke J. Porter-Hudak S. The estimation and application of long memory time series models. 
Journal of Time Series Analysis. 1983;4:221-238. 

 

[4] Robinson PM, Henry M. Long and short memory conditional heteroskedasticity in estimating the 
memory parameter of levels. EconometricTheory. 1999;15(3).  
DOI:10.1017/s0266466699153027  



 
 
 

Dum et al.; AJPAS, 11(4): 1-23, 2021; Article no.AJPAS.65873 
 
 
 

22 
 
 

[5] Chow, G. Tests of equality between sets of coefficients in two linear regressions. Econometrica. 
1960;591-605. 

 
[6] Sanusi A, Jibrin A, Musa Yakubu, Zubair Umar A, Saidu Ahmed S. ARFIMA modelling and 

investigation of structural break(s) in West Texas Intermediate and Brentseries. CBN Journal of 
Applied Statistics. 2015;2476-8472.  

 
[7] Brown RL, Durbin J, Evans J. Techniques for testing the constancy of regression relationships over 

time. J R Stat Soc Ser B. 1976;37(2):149–192. 
 
[8] Korkmaz T, Çevik E, İ, Özataç N. Testing for long memory in ise using ARFIMA-FIGARCH model 

and structural break test” International Research Journal of Finance and Economics. 2009;26:1450-
2887. 

 
[9] Granger CW, Joyeux, R. An introduction to long-memory time series models and fractional 

differencing. Journal of Time Series Analysis. 1980;15–29. 
 
[10] Hosking J. Fractional Differencing. Biometrika. 1981;68:165-176. 
 
[11] Kang SH, Yoon,S. Long memory properties in return and volatility. Evidence from the Korean Stock 

Market. 2007;385(2):591–600.  
DOI:10.1016/j.physa.2007.07.051  

 
[12] John .F, Jo-Hui C. Long memory and shifts in the returns of green and non-green exchange –Traded 

fund (ETFs). International Journal of Humanities and Social Science Invention. 2017;2(10):2319-
7722. 

 
[13] Maryam T, Ramanathan TV. An overview of FIGARCH and relatedtime series models. Austrian 

Journal of Statistics. 2012;41(3):175–196. 
 
[14] Bordignon S, Caporin M, Lisi F. A seasonal fractionally integrated GARCH model. Working paper. 

University of Padova, Italy; 2004. 
 
[15] Omekara C. O, Okereke O. E, Ukaegeu L. U. Forecasting liquidity ratio of commercial banks in 

Nigeria. Microeconomics and Macroeconomics. 2016;4(1):28-36. DOI: 
10.5923/j.m2economics.20160401.03 

 
[16] Weiss A. Asymptotic theory for ARCH models: Estimation and testing. Econometric Theory. 

1986;2:101-103. 
 
[17] Bollerslev T, Wooldridge JM. Quasi-maximum likelihood estimation and inference in dynamic 

models with time varying covariances. Econometric Reviews. 1992;11:143-172. 
 
[18] Roengchai C, Chia-Lin, Mcaleer M, Tansuchat A. Modelling long memory volatility in agricultural 

commodity futures returns. Annals of Financial Economics. 2012;7(2):1250010. 
Doi:10.1142/S2010495212500108 

 
[19] Mohammad Saeid R. Volatility modelling using long-memory-GARCH Models, Applications in 

S&P/TSX Composite Index, A Thesis Submitted to TELFER School of Management, University of 
Ottawa, Ontario in Partial Fulfillment of the Requirements for the Degree of Master of Science in 
Management; 2016. 

 
[20] Deebom Z. & D, Essi I.D. Modeling price volatility of Nigeria Crude Oil Markets using GARCH 

Model: 1987 – 2017. International Journal of Applied Science & Mathematical Theory. 2017;4(3):23. 



 
 
 

Dum et al.; AJPAS, 11(4): 1-23, 2021; Article no.AJPAS.65873 
 
 
 

23 
 
 

[21] Kesemia G. Fractional ARIMA processes and applications in modeling financial time series; 2017.  
Available:https://www.semanticscholar.org/author/Kseniia-Guskova/120232572 

 
[22] Naveen M. Modeling long range dependence in wheat Food Price Returns. International Journal of 

Economics and Finance. 2019;11(9):1916-9728. 
 
[23] Kevin J. An overview of the determinants of financial volatility. An Explanation of Measuring 

Techniques. Modern Applied Science. 2011;5(5).  
DOI:10.5539/mas.v5n5p46  

 
[24] Serlcarn D, Veysel U. Value-at-risk Predictions of Precious Metals with Long Memory Volatility 

Models; 2014. 
 
[25] Mukherjee H, SarKar K. Long memory in stock returns: insights from the Indian markets. The 

International Journal of Applied Economics and Finance. 2011;5(1):62-74. 
 
[26] Brooks C. Introductory Econometrics for Finance. Second Edition, Cambridge University Press; 

2006. 
 

[27] Christos F. Long memory in exchange rates: international evidence. International Journal of Business 
and Finance Research. 2008;(2)1. 

 
[28] Samet G, Yanlin S. Examine long-memory in volatilities of CDS spreads: evidences from the 

emerging markets. Romanian Journal of Economic Forecasting. 2016;22(1). 
 
[29] Heitham A. Evaluated the success of fractionally integrated-garch models on prediction stock market 

return volatility in gulf arab stock markets. International Journal of Economics and Finance. 
2017;9(7). 
 

[30] Palma W. Long-memory time series. Theory and Methods; 2007. 
DOI:10.1002/9780470131466 

 
[31] Li . Q, Tricaud C, Sun R, Chen Y. Great Salt Lake surface level forecasting using FIGARCH model. 

American Society of Mechanical Engineers. 2007;1361–1370. 
 
[32] Sheng H, Chen Y. The modeling of Great Salt Lake elevation time series based on ARFIMA with 

stable innovations. American Society of Mechanical Engineers. 2009;1137–1145. 
 
[33] Contreras-Reyes JE, Palma W. Statistical analysis of autoregressive fractionally integrated moving 

average models in R. Computer Statistics. 2002;28:2309–2331. 
 
[34] Baillie RT, Chung S. Modeling and forecasting from trend-stationary long memory models with 

applications to climatology. International Journal Forecast. 2002;18:215–226. 
_______________________________________________________________________________________ 
© 2021 Dum et al.; This is an Open Access article distributed under the terms of the Creative Commons Attribution License 
(http://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and reproduction in any medium, provided 
the original work is properly cited. 

 
 
 
 
 
 
 
 

Peer-review history: 
The peer review history for this paper can be accessed here (Please copy paste the total link in your 
browser address bar) 
http://www.sdiarticle4.com/review-history/65873 


