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Abstract

We report the discoveries of low-mass free-floating planet (FFP) candidates from the analysis of 2006–2014 MOA-
II Galactic bulge survey data. In this data set, we found 6111 microlensing candidates and identified a statistical
sample consisting of 3535 high-quality single-lens events with Einstein radius crossing times in the range
0.057< tE/days< 757, including 13 events that show clear finite-source effects with angular Einstein radii of
0.90< θE/μas< 332.54. Two of the 12 events with tE< 1 day have significant finite-source effects, and one
event, MOA-9y-5919, with tE= 0.057± 0.016 days and θE= 0.90± 0.14 μas, is the second terrestrial-mass FFP
candidate to date. A Bayesian analysis indicates a lens mass of 0.75 0.46

1.23
-
+ M⊕ for this event. The low detection

efficiency for short-duration events implies a large population of low-mass FFPs. The microlensing detection
efficiency for low-mass planet events depends on both the Einstein radius crossing times and the angular Einstein
radii, so we have used image-level simulations to determine the detection efficiency dependence on both tE and θE.
This allows us to use a Galactic model to simulate the tE and θE distribution of events produced by the known
stellar populations and models of the FFP distribution that are fit to the data. Methods like this will be needed for
the more precise FFP demographics determinations from Nancy Grace Roman Space Telescope data.

Unified Astronomy Thesaurus concepts: Gravitational microlensing exoplanet detection (2147); Free floating
planets (549); Exoplanets (498)

Supporting material: machine-readable tables

1. Introduction

Gravitational microlensing enables us to study a variety of
objects (Paczyński 1986) with masses ranging from that of
exoplanets (Mao & Paczyński 1991; Sumi et al. 2011; Suzuki
et al. 2016; Mróz et al. 2017) to that of black holes (Sahu et al.
2022; Lam et al. 2022; Mróz et al. 2022). This is because the
Einstein radius crossing time (or Einstein timescale) tE, the only
quantity that can be measured in all events, takes measurable
values ranging from minutes to years for lens masses M of

exoplanets to black holes:
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where μrel is the lens–source relative proper motion, θE is the
angular Einstein radius given by ME relq k p= , κ is a constant
given by κ= 4G/(c2au)= 8.144 mas Me

–1, and πrel is the lens–
source relative parallax given by l srel

1 1p p p= - =- - au
( )D Dl s

1 1-- - , with the observer–lens distance Dl and the
observer–source distance Ds. Because microlensing is observed
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as a time variation of the light of a magnified background
source star, tE is measurable even if the lens object is dark.

Currently, three survey groups, the Microlensing Observa-
tions in Astrophysics (MOA) Collaboration (Bond et al. 2001;
Sumi et al. 2003), the Optical Gravitational Lensing Experi-
ment (OGLE; Udalski et al. 1994, 2015), and the Korea
Microlensing Telescope Network (KMTNet; Kim et al.
2010, 2016), are conducting wide-field high-cadence surveys
toward the Galactic bulge. Because the lens mass M is given by
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survey groups that observe their target fields with a cadence of
up to 10–15 minutes are sensitive to free-floating planets
(FFPs) even with terrestrial masses. However, πrel and μrel in
Equation (2) are highly uncertain. Therefore, even though the
mass can be estimated by Bayesian analysis with prior stellar
density and velocity distributions of our Galaxy, the uncer-
tainty of the mass estimate is also large.

In the cases where the projected lens trajectory passes close
to the source star disk, we can measure the angular Einstein
radius θE in addition to tE by utilizing the finite-source effect, in
which the angular size of the source star affects the light curve.
Such events are called the finite-source and point-lens (FSPL)
events. With θE, the lens mass is given by
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and no longer depends on the lens–source relative proper
motion μrel. Although Equation (3) still has one uncertain
parameter πrel, the angular Einstein radius θE gives us an
inferred mass of the lens with much less uncertainty than that
by tE solely.

Seven short FSPL events have been discovered to date (Mróz
et al. 2018, 2019, 2020, 2020; Kim et al. 2021; Ryu et al. 2021).
The measured angular Einstein radii are θE< 10 μas, which
implies that the lenses are most likely to have planetary mass. All
the sources of these events are red giants. This is likely (partly
intentional) selection bias because their angular radii, i.e., cross
sections, are significantly larger than those of the main-sequence
stars.

Of these seven, OGLE-2016-BLG-1928 is the shortest FSPL
event with t 0.0288E 0.0016

0.0024= -
+ days and also has the smallest

angular Einstein radius, θE= 0.842± 0.064 μas (Mróz et al.
2020). The lens, OGLE-2016-BLG-1928L, is currently the
only terrestrial-mass FFP candidate and the first evidence of
such a population.

This paper presents the systematic analysis of the 9 yr MOA-
II survey toward the Galactic bulge in 2006–2014 and reports
discoveries of a terrestrial-mass (θE∼ 0.9 μas) and a Neptune-
mass (θE∼ 5 μas) pair of FFP candidates with θE measure-
ments. The terrestrial-mass FFP candidate, MOA-9y-5919,
could have the second-smallest angular Einstein radius
measured so far. Our analysis is an extended study of Sumi
et al. (2011), who analyzed the MOA-II data in 2006–2007 and
first suggested the existence of an FFP population. Our analysis
also includes the data observed in 2006–2007 but differs from
Sumi et al. (2011) in that we have removed systematic trends
that were found in the baseline correlated with the seeing and

air mass (Bennett et al. 2012). There is a companion paper
(Sumi et al. 2023, hereafter S23) that presents a statistical
analysis of this sample and derives the mass function for the
FFP population. We present the calculation of the detection
efficiency using a new method that takes into account the finite-
source effect. This method is important for a statistical analysis
of short-timescale events in which the finite-source effect
affects the detection efficiency, such as the measurement of the
FFP mass function presented in S23.
This paper is organized as follows. We describe our

observations in Section 2. The data analysis is presented in
Section 3. Section 4 describes the selection of microlensing
events. Section 5 describes short-timescale events discovered with
tE< 1 day and refines fits for them. We analyze FSPL events in
the sample including two FFP candidates in Section 6. We present
our detection efficiency calculation that takes into account the
finite-source effect in Section 7. In Section 8, we calculate the
detection efficiency for FSPL events. The discussion and
conclusions are presented in Section 9.

2. Observations

The data used in this analysis were taken during the
2006–2014 seasons of the MOA-II high-cadence photometric
survey toward the Galactic bulge. MOA-II uses the 1.8 m
MOA-II telescope located at the University of Canterbury’s
Mount John Observatory in New Zealand. The telescope is
equipped with a wide-field camera, MOA-cam3 (Sako et al.
2008), which consists of 10 2k× 4k pixel CCDs with 15 μm
pixels. With the pixel scale of 0 58 pixel−1, this gives a 2.18
deg2 field of view (FOV). The median seeing for this data set is
2.″0. The images were mainly taken through the custom MOA-
Red wide-band filter, which is equivalent to the sum of the
standard Kron−Cousins R and I bands. Although V-band
observations are occasionally conducted, we do not include
them in this analysis.
The central coordinates of the 22 fields of the MOA-II Galactic

bulge survey and the cadences are listed in Table 1. In the
2006–2007 seasons, two fields, gb5 and gb9, were most densely
sampled with a 10-minute cadence, and the other 20 fields were
sampled with a 50-minute cadence. In the 2008–2014 seasons, six
fields (gb5, gb9, gb10, gb4, gb3, and gb14) were densely sampled
with a 15-minute cadence, six fields (gb1, gb2, gb8, gb13, gb17,
and gb18) were sampled with a 47-minute cadence, eight fields
(gb7, gb11, gb12, gb15, gb16, gb19, gb20, and gb21) were
sampled with a 93-minute cadence, and two fields (gb6 and gb22)
were sampled with a 1-day cadence.
The number of frames, i.e., exposures in each field, Nf, is

given in Table 1. The number of frames actually used in the
light curves differs chip by chip even in the same field because
of CCD chip hardware failure, partial cloud and analysis failure
due to low signal-to-noise ratio (S/N), etc. The maximum
number of used frames among 10 chips in each field, Nf,use, is
also shown in Table 1. The used data set consists of 2,489,362
CCD images in total, which corresponds to 248,936 effective
exposures. The total duration of the data set is 3146 days over
the period HJD = 2,453,824–2,456,970.
The use of high-cadence observation is to detect very short

timescale events with tE< 1 day, which are expected owing to
lensing by FFPs (Sumi et al. 2011; Mróz et al. 2017, 2020),
primordial black holes (Niikura et al. 2019, 2019), and/or short
planetary anomalies in the light curves of stellar microlensing
events (Mao & Paczyński 1991; Sumi et al. 2010; Bennett 2008;
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Gaudi 2012; Kondo et al. 2019; Hirao et al. 2020; Jung et al.
2020).
High-cadence observations are also important for improving

the accuracy to which lensing parameters can be determined via
light-curve fitting. This is important for the accurate measure-
ment of the microlensing timescale distribution, event rate, and
optical depth.

The Optical Gravitational Lensing Experiment (OGLE;
Udalski et al. 2015) also conducts a microlensing survey
toward the Galactic bulge, using the 1.3 m Warsaw telescope at
the Las Campanas Observatory in Chile. The fourth phase of
OGLE, OGLE-IV, started its high-cadence survey observations
in 2010 with a 1.4 deg2 FOV mosaic CCD camera. OGLE
observes bulge fields with cadences ranging from one
observation every 20 minutes for three central fields to fewer
than one observation every night for the outer bulge fields.
Most observations are taken in the standard Kron−Cousins I
band, with occasional observations in the Johnson V band.
OGLE-IV issues ∼2000 microlensing event alerts in real time
each year.16 During 2001–2009, OGLE was operating its third
phase survey, OGLE-III, using a 0.35 deg2 camera.

3. Data Analysis

The analysis method used here is similar to what was used
by Sumi et al. (2011, 2013) but includes a correction of
systematic errors. The observed images were reduced with

MOA’s implementation (Bond et al. 2001) of the difference
image analysis (DIA) method (Tomaney & Crotts 1996; Alard
& Lupton 1998; Alard 2000). In the DIA, a high-quality, good-
seeing, reference image is subtracted from each observed image
after matching the seeing, photometric scaling, and position.
This method generally provides more precise photometry in the
very crowded Galactic bulge fields than point-spread function
(PSF) fitting routines, such as DOPHOT (Schechter et al.
1993). Each field consists of 10 chips, and each chip is divided
into eight 1024× 1024 pixel subfields during the DIA process.
In the MOA photometric light curve produced by DIA, we

found that there were systematic errors that correlate with the
seeing and air mass that cause positional shift, i.e., differential
refraction, and absorption, i.e., differential extinction, of stars.
The systematic trends due to the relative proper motion of the
source, lens, and/or nearby stars can be modeled as a linear
function of time. To correct for these systematic trends in each
event light curve, we used the baseline portions of the light
curves and fitted a polynomial model in the same manner as
Bennett et al. (2012) and Sumi et al. (2016). The model is given
by the following equation:

( )

F a a a a

a a a z
a z a z
a z

JD air mass air mass

seeing seeing tan cos
tan sin air masstan cos seeing
air masstan sin seeing, 4

add 0 1 2 3
2

4 5
2

6

7 8

9

f
f f

f
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where the elevation angle (z) and parallactic angle (f) of the
target were included to correct for differential refraction. Fadd

Table 1
MOA-II Galactic Bulge Fields with the Central Coordinates, Cadences in 2006–07 and 2008–14, the Number of Observed Frames (Nf) and Used Frames (Nf,use), the

Number of All Microlensing Events (Nev), and Ones Selected by Criteria CR1 (Nev,CR1) and CR2 (Nev,CR2)

Field R. A. Decl. l b Cadence Nf
a Nf,use

b Nev
c Nev,CR1 Nev,CR2

06–07 08–14
(2000) (2000) (deg) (deg) (minutes) (minutes)

gb1 17:47:31.41 −34:14:31.09 −4.3284 −3.0982 50 47 11,065 10,488 316 194 193
gb2 17:54:01.41 −34:29:31.09 −3.8600 −4.3800 50 47 10,968 10,367 221 134 134
gb3 17:54:01.41 −32:44:31.09 −2.3440 −3.4997 50 15 21,741 20,662 348 197 196
gb4 17:54:01.41 −30:59:31.09 −0.8308 −2.6169 50 15 23,034 22,061 597 309 308
gb5 17:54:01.41 −29:14:31.09 0.6803 −1.7323 10 15 33,263 31,659 1029 496 493
gb6 17:54:01.41 −27:29:31.09 2.1900 −0.8465 50 1 day 3776 3561 63 0 0
gb7 18:00:01.41 −32:44:31.09 −1.7141 −4.5938 50 93 7116 6761 165 99 99
gb8 18:00:01.41 −30:59:31.09 −0.1875 −3.7309 50 47 11,047 10,570 296 186 186
gb9 18:00:01.41 −29:14:31.09 1.3360 −2.8654 10 15 31,006 29,341 736 469 466
gb10 18:00:01.41 −27:29:31.09 2.8572 −1.9979 50 15 20,667 19,739 479 284 283
gb11 18:06:01.41 −32:44:31.09 −1.0979 −5.6961 50 93 6160 5859 70 47 46
gb12 18:06:01.41 −30:59:31.09 0.4422 −4.8530 50 93 6597 6250 132 86 86
gb13 18:06:01.41 −29:14:31.09 1.9784 −4.0064 50 47 9388 8813 281 188 188
gb14 18:06:01.41 −27:29:31.09 3.5114 −3.1569 50 15 19,977 18,905 422 258 255
gb15 18:06:01.41 −25:44:31.09 5.0419 −2.3052 50 93 6935 6587 156 82 82
gb16 18:12:01.41 −29:14:31.09 2.6079 −5.1550 50 93 6140 5799 155 100 99
gb17 18:12:01.41 −27:29:31.09 4.1530 −4.3234 50 47 9075 8556 201 138 138
gb18 18:12:01.41 −25:44:31.09 5.6946 −3.4887 50 47 8695 8259 162 104 104
gb19 18:18:01.41 −25:29:31.09 6.5571 −4.5619 50 93 5275 5024 116 83 82
gb20 18:18:01.41 −23:44:31.09 8.1062 −3.7401 50 93 5114 4850 95 67 65
gb21 18:18:01.41 −21:59:31.09 9.6523 −2.9155 50 93 4960 4702 61 33 32
gb22 18:36:25.41 −23:53:31.09 9.9063 −7.5509 50 1 day 3391 3219 10 0 0
Total L L L L L L 263,491 248,936 6111 3554 3535

Notes.
a Number of observed frames, i.e., exposures.
b Maximum number of used frames among 10 chips.
c Number of all microlensing event candidates, including ones that did not pass either the CR1 or CR2 criterion.

16 http://www.astrouw.edu.pl/~ogle/ogle4/ews/ews.html
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represents the additional flux for the correction, and the
corrected flux is obtained by adding Fadd to the original flux.
For each event, the correction was calculated using the light
curve excluding the region of microlensing magnification, and
the correction was applied to the full light curve.

This detrending improved the fitting χ2 significantly in the
baseline for many events, which indicates that the systematics
have been reduced. This correction is important to have
confidence in the light-curve fitting parameters. This is one of
the major improvements from the previous analysis (Sumi et al.
2011, 2013), in addition to the extension of the survey

duration.
The DIA light-curve photometry values are given as flux

values that are scaled to the MOA reference images. The
instrumental magnitudes of the MOA reference images were
calibrated to the Kron−Cousins I band by cross-referencing the
MOA-II DOPHOT catalog to the OGLE-III photometry map of
the Galactic bulge (Szymański et al. 2011).

The OGLE data were reduced with the OGLE DIA
(Woźniak 2000) photometry pipeline (Udalski et al. 2015). In
this analysis, we use data from OGLE-III and OGLE-IV.

4. Microlensing Event Selection

In this work, we distinguished and selected single-lens
microlensing events from periodic variable stars, other
astrophysical phenomena such as cataclysmic variables
(CVs), fast-moving stars (including asteroids), and nonastro-
physical artifacts due to dust on the CCD detectors or leakages
from saturated stars.

The observed flux during gravitational microlensing of a
point source by a single point lens (PSPL) is represented by
(Paczyński 1986)

( ) ( ) ( )F t f A t f , 5s b= +

where fs is the unamplified source flux and fb is the total
background flux. The time variation of the magnification A(t) is
given by

( ) ( )
( ) ( )

( )A t
u t

u t u t

2

4
, 6

2

2
=

+

+

where u(t) is the projected angular separation of the lens and
source in units of the angular Einstein radius θE. The time
variation of u(t) is given by
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, 70
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where u0 is the minimum impact parameter in units of θE and t0
is the time of maximum magnification.

To model FSPL events, the angular size of the source star
needs to be taken into account by introducing an additional
parameter,

( ), 8
E

r
q
q

= *

where θ* is the angular radius of the source. By combining θ*
estimated from the source color and magnitude, one can obtain
θE and the proper motion of the lens μrel= θE/tE
(Gould 1992, 1994; Nemiroff & Wickramasinghe 1994; Witt
& Mao 1994).

The distribution of binary-lens events is beyond the scope of
this paper. In short, we selected light curves with a single
instantaneous brightening episode and a flat constant baseline,
which can be fitted well with a point-lens microlensing model.

4.1. Selection Criteria

We use similar analysis pipeline and microlensing event
selection criteria to those used in Sumi et al. (2011), and the
details are summarized in their Supplementary Information.
However, we made several improvements to optimize our
method for the extended data set used in this work. In our data
set, there is an increased number of artifacts because of the
increased number of image frames. On the other hand, the
extended baseline helps to (i) distinguish the long-timescale
events from long variables and (ii) reject repeating flare stars.
We empirically defined the following selection criteria to
maximize the number of microlensing candidates and discard
all non-microlensing light curves. All criteria are summarized
in Table 2.

1. Cut 0: We conducted a blind search on the subtracted
images rather than a limited search on the preidentified
stars on the reference images. On subtracted images, we
detect variable objects by using a custom implementation
of the IRAF task DAOFIND (Stetson 1987) with the
modification that both positive and negative PSF profiles
are searched for simultaneously.

This algorithm finds peaks with an S/N of S 2.7IM >
on difference images and then applies several additional
criteria to avoid the detection of spurious variations that
are not associated with stellar variability, such as cosmic-
ray hits, satellite tracks, and electrons leaked from the
saturated images of bright stars. Here we slightly
modified these criteria from the previous work to
optimize our method when using our new data set.
Furthermore, in this analysis we applied the PSF fitting at
the detected objects on difference images and used their
χ2 values as one of the criteria to reduce spurious
detections. Here we used the PSF derived by DOPHOT
on the reference images, which was then convolved by
the kernel to match the seeing, scale, and PSF shape
variation on each observed subframe. We used the
kernels that are derived in the DIA process.

Lists of variable objects are created by using the
positions of detected objects in the first frame. Then, in
each new frame time sequentially analyzed, the positions
of detected objects are checked against those in the list of
variable objects. When no object is cross-referenced
within 2 pixels, the object is classified as new and added
to the list of variable objects with its position. If the
object has previously been detected within 2 pixels, the
number of detections for this object, Ndetect, is incremen-
ted and Ndetect� 3 is required to pass. If the detection in
the new frame has a higher S/N, then the position of the
object in the list is replaced by the new position. The
maximum value of SIM among the frames is recorded as
SIM,max for each object. At this stage, we found 5,791,159
objects. In this work, we further require that these
detections should be continuous and without a significant
time gap because some types of artifacts tend to be not
correlated in time. Each detection should be within 8 days
from the previous detection for a variable, Ncontinue,8, to
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be incremented. We required Ncontinue,8� 3 for an event
to pass this cut. As a result, 2,409,061 variable objects
were detected at this stage of the analysis, including a
number of image artifacts of various types to be removed
by subsequent criteria.

The (x, y) coordinates of the detected peak with the
highest S/N are adopted as the final coordinate for the
corresponding object. We found many moving objects,
asteroids, satellites, and dust specks on the CCD chip in
the sample. These tend to have large standard deviations
of (x, y) coordinates, σx,y. We required σx,y� 1 pixel and
�0.8 pixels for S/Ns of S 3.5IM,max and <3.5,
respectively, to reject these moving objects.

2. Cut 1: Light curves of the candidates passing cut 0 were
then created by using PSF fitting photometry on the
difference images. Here DOPHOT PSFs on the reference
images are used rather than the empirical numerical PSF
in the previous work (Sumi et al. 2011), so that the flux
scale can be linked with the DOPHOT catalog of the
reference images easily for precise calibration. Here the
data points that failed the PSF fitting for various reasons,
such as saturated pixels, dead pixels, satellite track,

cosmic-ray hits, etc., are removed. We retain light curves
only if the number of data points (Ndata) is more than
1000.

It is known that in a stellar crowded region like the
Galactic bulge, the error bar estimates from the photo-
metry code provide only an approximate description of
the photometric uncertainty for each measurement. The
photometric error bars were multiplied by a normalization
factor that standardizes the distribution of residuals of the
constant fits to nonvariable stars in each subfield.

To find the bump and define the baseline flux of the
light curve, first we place a 1400-day moving window on
each light curve. Note that the window size is increased
from 120 days in the previous work thanks to the longer
baselines of the time series used in this work. The
window moves from the beginning to the end of the light
curve with a step size of 50 days. In each window
position, we fit the light curves outside of the window to
get an average baseline flux of Fbase and dofout

2c . We
require the number of data points in baseline, Nout, to be
more than 500.

Table 2
Event Selection Criteria

Level Criteria Comments

CR1
Cut 0 Ncontinue,8 � 3 Number of continuous detections within 8 days from previous detection

σx,y � 1 if S 3.5IM,max Require small standard deviation of (x, y) coordinates of objects, σx,y
σx,y � 0.8 if S 3.5IM,max < Depending on S/N on the image, SIM,max; rejecting moving objects

Cut 1 Ndata � 1000 Number of data points
Ndata/Nf,use � 0.2 if S 30max < Require �20% of data points for low-S/N events
Nout � 500 Number of data points outside of the 1400-day window

 65S,maxS Total significance of consecutive points with Si > 3

 75S,maxS if dof 3out
2c > Stricter requirement on S,maxS for scattered light curves

Nbump,in < 20 if S 12max < Remove scattered noisy light curves with low S/N
Nbump,out < 1 if S 15max < Remove scattered noisy light curves with low S/N; also reject repeating CV
Nbump,out < 2 if 250S,maxS < Remove scattered noisy light curves with low S/N; also reject repeating CV

Cut 2 3824 JD’ � t0 � 6970 JD’ Peak should be within observational period
u0 � 1 The minimum impact parameter
0.05 days � tE � 1000 days Einstein radius crossing timescale
ISTAT � 2 Full covariance matrix in MINUIT minimization

N 5tE Number of data points in |t − t0| � tE
N 1tE,n Number of data points in −tE � t − t0 � 0

N 2tE2,n Number of data points in −2tE � t − t0 � 0

40tEs < days Error in tE
t 0.6t EEs or  0.7tEs days Error in tE is less than 60% or 0.7 days

t 0.6t EEs or  210S,maxS Error in tE is less than 60% for low S/N
χ2/dof � 2.5 Reduced χ2 for all data

dof 2.51
2c Reduced χ2 for |t − t0| � tE

 Sdof 121
2

maxc Reduced χ2 for |t − t0| � tE requirement proportional to the S/N

dof 0.9 dof1
2 2c c+ Reduced χ2 for |t − t0| � tE should not be too bad relative to χ2/dof

dof 1.5 dof2
2 2c c+ Reduced χ2 for |t − t0| � 2tE should not be too bad relative to χ2/dof

10 � Is � 21.4 Apparent I-band source magnitude
Ic − Is � 0.6 if (Ic − Is)/σI � 7 Remove if source is significantly brighter than cataloged star

 N100 1200S,max 1S -s Stricter requirement on S,maxS for light curves with systematic residuals

Cut 3 same as cut 2, but for FSPL model

Additional criteria for CR2

CR2 t 0.5t EEs or  0.2tEs days Error in tE is less than 50% or 0.2 days
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We then search for positive light-curve “bumps”
inside the 1400-day window relative to the baseline. The
actual scatter of the light curves depends on the spatial
distribution of stars in the immediate vicinity of the target
and/or low-level variabilities of these stars, including the
target itself. We therefore define a significance of each
data point relative to the baseline taking the scatters of the
baseline into account as ( ) ( )S F F dofi i ibase out

2s c= - ,
where σi is the error bar of the ith measurement of flux Fi.

We then define a “bump” as a brightening episode
with more than three consecutive measurements with
excess flux Si> 3.

We define a statistic ΣS=ΣiSi summed over
consecutive points with Si> 3 and require ΣS� 10. The
numbers of bumps, Nbump,in and Nbump,out, are counted
inside and outside of the window, respectively. The bump
with the highest ΣS inside the window is defined as the
primary bump. The maximum values of ΣS and Si of this
primary bump among the moving window positions are
defined as S,maxS and Smax, respectively. We require
�20% of data points used, i.e., Ndata/Nf,use� 0.2 for low-
S/N events with S 30max < .

There are 549,445 light curves that satisfy tentative
looser criteria of  40S,maxS or  75S,maxS and

dof 3out
2c > . With these light curves, we moved on to

cut 2 for a trial run. Here, a looser version of the current
cut 2 criteria was used to select light curves. We then
visually inspected tens of thousands of light curves with
their best-fit models in order of higher S,maxS and smaller

dofout
2c until the frequency of plausible events appeared

to be almost zero. During this process, we found 6111
microlensing candidates. Note that although this sample
contains the most microlensing candidates in this data set,
this whole sample is not statistically complete with
certain criteria.

As a result, we increased the limit to  65S,maxS .
We also placed the upper limit of Nbump,in and Nbump,out

depending on the S/N, i.e., S,maxS and Smax, to remove
scattered and noisy light curves, low-level variable stars,
and repeating flare stars. All criteria in cut 1 are
summarized in Table 2. There are 67,242 light curves
remaining after applying cut 1.

3. Cut 2: We fit the light curves that passed the cut 1 criteria
with the PSPL model given by Equation(5).

For the fitting, we used the MIGRAD minimization
algorithm in the MINUIT package (James 1994). To get
an accurate distribution of the microlensing timescale, we
require the full covariance matrix calculated in MINUIT
minimization, i.e., ISTAT� 2. The parameter errors are
determined using the MINOS procedure of the MINUIT
package, except in cases where MINOS failed. In those
cases, the error bars from the MIGRAD procedure are
used.

We select only events with the peak time within the
survey duration 3824 JD’� t0� 6970 JD’, where
JD’ = HJD −2,450,000, and a minimum impact
parameter of u0< 1.0. The I-band source magnitudes
are required to be 10 mag� Is� 21.4 mag and not
significantly brighter than cataloged stars on the reference
images. We select only events with a timescale of 0.05
days� tE� 1000 days because the events whose para-
meters severely degenerate or are not due to microlensing

tend to have very small or larger tE values outside of this
range. The errors in tE, tEs , should be less than 40 days,
which can effectively reject artifacts with long-term
variability and/or systematics. We also require tEs to be
either �0.6 tE or �0.7 days for the nominal criteria
(CR1). We also test stricter criteria (CR2) that require tEs
to be either �0.5 tE or �0.2 days, to see the effect of the
choice of the selection criteria.

One of the main mimics of microlensing is a CV- or
flare-type brightening that shows a fast rise and slow
decline, in which usually only the decline phase is
observed. To differentiate these from microlensing
events, we require the number of data points N 5tE
during |t− t0|� tE. Furthermore, we also require at least
one data point during the rising phase, i.e., N 1tE,n

during −tE� t− t0� 0, and two data points, i.e.,
N 2tE2,n , during −2tE� t− t0� 0.
We also require χ2/dof� 2.5 for the entire light

curve and dof 2.51
2c during |t− t0|� tE. To remove

many low-S/N artifacts, we further apply the upper limit
for dof1

2c and dof2
2c depending on Smax and overall

χ2/dof, such that  Sdof 121
2

maxc , dof 0.91
2c +

dof2c , and dof 1.5 dof2
2 2c c+ , as shown in

Table 2, where dof2
2c is defined for the light curve

during |t− t0|� 2tE.
Events with systematic residuals from the best-fit

model are also rejected. This cut depends on the
significance of the microlensing signal. We defined N1σ

as the maximum number of consecutive measurements
that are scattered from the best-fit model with excess flux
more than 1σ. We require that  N100 1200S,max 1S -s .

4. Cut 3: The light curves are also fit using the FSPL model
that considers the finite-source effect parameterized by ρ
given by Equation (8).

We use the Bozza et al. (2018) algorithm to
calculate the magnification by FSPL. The source
angular radius θ* is calculated by using the relation
between the limb-darkened stellar angular diameter
θLD, (V− I), and I (T. S. Boyajian et al. 2014, private
communication; Boyajian et al. 2014; see Fukui et al.
2015). Here we estimated the (V− I)s color and error by
taking the mean and standard deviation, respectively, of
stars on the color–magnitude diagram (CMD) at the
magnitude of the best-fit Is, assuming that the source is
in the bulge (Bennett et al. 2008). We use MOA’s CMD
combined with the Hubble Space Telescope (HST)
CMD (Holtzman et al. 1998) for bright and faint stars,
respectively. Extinction and reddening are corrected by
using the position of the red clump giants (RCGs) in the
CMD in each subfield.

Then, we derived the angular Einstein radius,
θE= θ*/ρ, and the lens–source relative proper motion,
μrel= θE/tE. We found that many non-microlensing
light curves tend to have better χ2 values for FSPL
models compared to PSPL models. However, most of
these provide unphysically small μrel values of less than
∼0.8 mas yr−1. We adopt the FSPL results if χ2 is
improved by more than 20 and 50 over those when
using a PSPL model with 0.8 mas yr–1< μrel� 0.9
mas yr−1 and μrel> 0.9 mas yr−1, respectively.

Then, the cut 2 criteria are applied for the results of
the FSPL fit parameters. Although we identified 18
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FSPL events visually in all candidates, only 13 events
passed all of our selection criteria.

Note that although KMTNet’s sample of giant-
source events (Kim et al. 2021; Gould et al. 2022)
contains events with super red giant source stars that
have an extremely large source size (θ* > 10 μas),
there are no such events in our sample because such
bright stars saturate in MOA at I∼ 14 mag. This is one
of the reasons that the number of FSPL events is
relatively small compared to the KMTNet survey.

4.2. Parallax

We found 66 candidates with likely microlensing parallax
signals, which are the long-term distortions in a light curve due
to the orbital motion of Earth (An et al. 2002; Smith et al.
2002). Most of these events failed to pass the criteria owing to
the bad fit and/or unphysical parameters when fitting either
PSPL or FSPL models. However, 17 events with weak possible
parallax signals survived in the final sample because their
signals are too weak to distinguish between PSPL and FSPL.
These may not be even real parallax signals because long-term
low-level systematics or small levels of source star variability
may resemble a parallax signal. Thus, we classified these as
uncertain parallax events. Further careful analysis is needed to
treat these parallax events for a statistical study on the long-
timescale events, which possibly include black hole lens
events.

In this work, we included these uncertain parallax candidates
in the final sample because (1) these may not be parallax, (2)
the effect on the tE values is small, (3) they do not affect the
short-timescale event distribution at all, and (4) their number is
negligible (only <0.5%) even for long-timescale events.

4.3. Binary

We identified 581 binary-lens candidates in all 6111
microlensing candidates by visual inspection. Although this
analysis is intended to sample only single-lens microlensing
events, 45 possible binary-lens candidates remain among the
final candidates. These possible binary events have relatively
weak signatures, and it is difficult to distinguish these from a
noisy single-lens event by using the numerical selection
criteria.

The fraction of those possible binaries is relatively small,
<1.3%, compared to the total number of the sample. The
timescale of these binary candidates assuming a single-lens
model ranges over 11 days< tE< 120 days, where the number
of other single-lens events is large enough to neglect these
binary candidates. We confirmed that our final results for the
mass function parameters presented in S23 do not change when
we include these 45 binary candidates. In the following
analysis, we rejected these binary candidates.

4.4. Final Sample

In order to determine the detection efficiency in our
simulation, we need to determine and correct for source star
extinction and reddening (Sumi et al. 2011, 2013). We use
RCGs as standard candles for this purpose. We determine the
extinction and reddening toward each subfield in which the
CMD shows a clear red clump, and we correct for these effects
in both our sample and our simulation. In most of the subfields

of gb6 and gb22 and some subfields in other fields, totaling
about 12% of the entire area, a clear RCG population could not
be identified in the CMD. We exclude fields gb6 and gb22 and
any subfields of other fields in which RCGs are not clearly
identified.
After these relatively strict cuts, 3554 and 3535 objects

remained as microlensing candidates after applying criteria
CR1 and CR2, respectively, among all 6111 of the visually
identified candidates. We visually confirmed that there is no
obvious non-microlensing events in the final sample. Applying
these strict criteria ensures that tE is well constrained for each
event and that there is no significant contamination by
misclassified events. The number of all candidates Nev and
the number of selected candidates by CR1 (Nev, CR1) and by
CR2 (Nev, CR2) in each field are listed in Table 1. The light-
curve data of all 6111 events are publicly available via the
NASA Exoplanet Archive17 (Akeson et al. 2013).

5. Short Events

In the final sample, there are 12 and 10 short-timescale
events with tE< 1 day for CR1 and CR2, respectively. We
show the light curves of these short events in Figure 1. The
clear short single instantaneous magnification can be seen in
the 9 yr constant baseline. The major sources of false positives
among the short events are flare stars and dwarf novae. We
confirmed that there is no other transient event in the 9 yr
baseline for all these candidates. The flares are usually
associated with spotted stars showing a low amplitude and
short periodic variability. There is no periodic variability in the
light curve of these objects, indicating that these are not
spotted/flaring stars.
We found counterpart objects in the OGLE database for 11

short events. OGLE has 4, 3, 66, and 4 data points during the
period of magnification in four short events, MOA-9y-570,
MOA-9y-671, MOA-9y-2202 (OGLE-2014-BLG-0617), and
MOA-9y-3945, respectively, which confirmed the magnifica-
tion found by MOA light curves as shown in Figure 2. For
these four events, the combined fit with MOA and OGLE by
MINUIT gives the following tE values: tE= 1.252± 0.297
days (0.809± 0.280 days), tE= 0.794± 0.058 days (0.765±
0.053 days), tE= 1.407± 0.023 days (0.957± 0.316 days),
and tE= 0.845± 0.039 days (0.737± 0.225 days), respec-
tively, where the mean and standard deviation of tE from the
Markov Chain Monte Carlo (MCMC) calculations using only
MOA data (see Section 5.2) are shown in parentheses.
Although adding the OGLE data changed the tE values
somewhat for MOA-9y-570 and MOA-9y-2202, the differ-
ences are not statistically significant. These two events have
relatively large uncertainties for the tE values owing to the
sparse coverage of the magnified part of the light curve. The χ2

for the MOA data in the best-fit models increases by only 1.6
for MOA-9y-570 and 3.0 for MOA-9y-2202, when the OGLE
data are added to the fit. These χ2 increases indicate relative
probabilities of 0.45 and 0.22, respectively, assuming normal
distributions of the data. This also indicates that the best-fit
joint MOA plus OGLE models are consistent with the MOA
data alone. Note that MOA-9y-570 and MOA-9y-2202 are
rejected by the stricter selection criterion CR2. S23 obtained
consistent mass functions for both CR1 and CR2 samples, and
whether these two events are included or not does not affect

17 https://exoplanetarchive.ipac.caltech.edu/
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their conclusion. We also confirmed that there is no flare or
periodic variability in the OGLE baseline during 7–10 yr for all
11 candidates.

We list 12 short microlensing candidates with ID numbers,
coordinates (R.A., decl.) (2000), the corresponding MOA real-
time Alert ID, I-band magnitude of the DOPHOT catalog star,

Figure 1. Light curves of the short-timescale microlensing candidates with tE < 1 day.
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Figure 1. (Continued.)

Figure 2. Light curves of the four short events with OGLE data (blue) during magnification (MOA-9y-570, MOA-9y-671, MOA-9y-2202 (OGLE-2014-BLG-0617),
MOA-9y-3945). The red lines indicate the best-fit model by using both MOA and OGLE data.
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and the number of data points in Table 3. The complete lists
including all 6111 of the visually identified candidates are
available online. Two of these short events show a finite-source
effect, as described and further analyzed in Section 6.

5.1. Short Events in the 2006–2007 Sample

Sumi et al. (2011) reported 10 short events with tE< 2 days
using their 2006–2007 data set, which is included in this work.
Only five of those events survived CR1 in this work because
the fitting results have changed owing to the rereduction of the
images and light curves, especially the decorrelation to remove
color-dependent differential refraction systematic errors. Note
that all events except ip-1 and ip-6 had only modest changes in
parameters with new tE values within 1σ–2σ of the values in
Sumi et al. (2011). The best-fit tE values decreased for ip-3, ip-
4, ip-5, and ip-9 and increased for ip-2, ip-7, ip-8, and ip-10.
Two events (ip-1, ip-6) failed to pass our criteria because they
have too faint best-fit source magnitudes with the new light-
curve data to meet our requirement of Is� 21.4.

Two events (ip-2, ip-7) were excluded owing to their large
values of tt EEs . One event (ip-3) failed to pass owing to its
impact parameter, u0 = 1.01, exceeding the threshold value of
1.0 for u0. Furthermore, the event (ip-5) failed to pass the CR2
criteria where t 0.5t EEs > owing to its slightly smaller tE and
larger tEs .

On the other hand, two events, MOA-9y-6057 (tE= 0.17
days) and MOA-9y-3036 (tE= 1.52 days), are newly found
with tE< 2 days in the 2006–2007 data set. In total, the 10
events of Sumi et al. (2011) decreased to seven and six events
after applying CR1 and CR2, respectively, using our new data
set. As a result, the excess in the tE distribution at tE= 0.5–2
days is not significant anymore; however, an even shorter event
MOA-9y-6057 is added.

5.2. Refined FSPL Fit for Short Events

We refined the FSPL fits for 12 short-timescale events with
updated limb-darkening parameters uMOA,Red (see Section 6)
using the image-centered, ray-shooting light-curve modeling
method of Bennett & Rhie (1996) and Bennett (2010), which is
now known as eesunhong,18 after coauthor Sun Hong Rhie

(Bennett & Khavinson 2014). This modeling effort was
conducted on the full light-curve parameter set to find the
refined best-fit models and the posterior (tE, θE) probability
distribution for each event using the MCMC method
(Metropolis et al. 1953). This is done because the (tE, θE)
probability distributions for the short events are needed to
determine the mass function of planetary-mass objects, which
is the aim of our companion paper, S23.
Although FSPL models are adopted for only two short

events in cut 3 of the event selection, we conduct FSPL fitting
for all 12 events because we need to determine which θE values
are consistent with each short event. Even for events without
significant finite-source effects, we can put an upper limit on
the source size parameter ρ, which corresponds to a lower limit
on θE. This is especially useful for short-timescale events
because they are very sensitive to finite-source effects. In fact,
Figure 3 indicates that an important range of θE values can be
excluded for MOA-9y-537, MOA-9y-570, MOA-9y-671,
MOA-9y-2175, MOA-9y-5057, MOA-9y-6057, and especially
MOA-9y-1173. If we ignored the fact that small θE values are
excluded for these events, it would bias our results toward
small θE by including the θE measurements for events MOA-
9y-770 and MOA-9y-5919. Thus, we must use the constraints
on θE for all the short events, even though most of them have
large uncertainties.
In our light-curve modeling, we constrained the source star

to be fainter than the brightness of the catalog star (Ic) at the
position of the event, with a flux equivalent to Ibk= 19.0± 0.3
added to represent the unresolved stellar background. Table 3
lists the catalog star magnitudes, Ic.
The error bars in the light-curve data were renormalized to

give χ2/dof∼ 1 for the best-fit model, in order to improve the
error estimate for the light-curve parameters. The MCMC
calculations were conducted with uniform priors in 1/tE and
the source radius crossing time, t*, which is used instead of
ρ= t*/tE by the Bennett (2010) modeling code because t* is
usually more tightly constrained by the light-curve data than ρ.
Since most of the events do not show a significant finite-source
effect, their allowed θE can range over an order of magnitude or
more, with limits imposed by priors on proper motion and the
lack of significant finite-source effects. In such cases, the prior
distributions assumed for θE and tE can be important. Hence,
we apply a uniform prior in ( )tlog , logE Eq , using the following

Table 3
Short-timescale Event Candidates with tE < 1 day with R.A., Decl., Alerted ID, Catalog Star’s I-band Magnitude, Number of Data Points, and Passed Criteria

ID Internal ID R.A. Decl. IDalert Ic Ndata Criteria
(field-chip-subfield-ID) (2000) (2000) (mag)

MOA-9y-537 gb2-10-7-248887 17:54:18.974 −33:50:27.24 L 18.85 ± 0.09 10,265 CR2
MOA-9y-570 gb3-2-1-129006 17:52:19.998 −32:26:31.67 2009-BLG-115 18.26 ± 0.05 20,210 CR1
MOA-9y-600 gb3-2-4-455860 17:50:58.418 −32:23:11.30 L 17.29 ± 0.02 20,331 CR2
MOA-9y-671 gb3-4-2-82374 17:52:29.716 −33:10:03.01 2009-BLG-206 17.45 ± 0.04 20,426 CR2
MOA-9y-770 gb3-7-6-65303 17:55:16.892 −33:08:35.69 L 16.00 ± 0.01 20,438 CR2
MOA-9y-1173 gb4-5-6-114001 17:52:41.125 −31:33:50.59 L 17.86 ± 0.07 21,831 CR2
MOA-9y-2175 gb5-8-0-185381 17:56:37.038 −29:04:52.67 L 16.58 ± 0.01 30,099 CR2
MOA-9y-2202 gb5-8-1-542070 17:56:05.269 −29:11:29.62 2014-BLG-215 18.49 ± 0.09 31,191 CR1
MOA-9y-3945 gb10-5-1-431 17:57:52.940 −28:16:56.55 L 16.70 ± 0.05 19,350 CR2
MOA-9y-5057 gb14-8-3-66703 18:06:26.706 −27:26:44.97 L 18.34 ± 0.05 18,114 CR2
MOA-9y-5919 gb19-7-7-39836 18:18:41.318 −25:57:15.65 L 17.07 ± 0.01 4940 CR2
MOA-9y-6057 gb21-3-3-11851 18:17:40.655 −22:01:30.52 L 18.25 ± 0.04 4575 CR2

Note. The equivalent data for all 6111 microlensing event candidates are available in a machine-readable form in the online Journal.

(This table is available in its entirety in machine-readable form.)

18 https://github.com/golmschenk/eesunhong
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conversion. Let p0(x) be the prior probability density function
of a parameter x, and then the prior of ( )tlog , logE Eq is given
by

( ) ( ) ( )
( )

( ) ( ) ( )
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where we assumed that θ* depends almost solely on the source
brightness, which depends on tlog E with little dependence on
log Eq . This yields the approximation on the second line of
Equation (9). This assumption was confirmed to be reasonable
for the short events by examining correlations between the
parameters in the posterior distributions. Because p0(1/tE, t*) is
constant, the prior can be converted so that it becomes uniform
in ( )tlog , logE Eq by weighting each MCMC link by 1/ρ. All
the MCMC results presented in this paper have used this
conversion.

Table 4 shows the refined FSPL fit results for the short-
timescale events, and Figure 3 shows the resulting posterior

distribution of (tE, θE) for each event marginalized over the
other light-curve parameters. The figure shows that in most
events the areas of high posterior probability are located at
μrel> 20 mas yr−1, which is unlikely considering the structure
of our Galaxy (see, e.g., Figure 1 of Koshimoto et al. 2021b).
Therefore, we additionally applied a prior of
0.8< μrel/(mas yr−1)< 20 to derive the mean and standard
deviation values shown in Table 4. Combining the restrictions
from the light curve and the μrel prior enabled us to determine
the ρ value for MOA-9y-1173 moderately well. The use of
these sharp μrel cuts is a rather crude way of imposing a prior
distribution on μrel, since the true μrel distribution is a smooth
function. Hence, our companion paper, S23, applies the
Galactic prior on the μrel distribution based on the Galactic
model of Koshimoto et al. (2021a).
For MOA-9y-570, MOA-9y-600, MOA-9y-1173, and

MOA-9y-2202, the mean and standard deviation of tE in
Table 4 appear to be inconsistent with the classification of the
event selection, i.e., CR1 or CR2, in Table 3 in terms of the
criteria on tt EEs . This is because of differences between the
refined fits and the fits used for our selection process. The

Figure 3. Marginalized posterior distributions of (tE, θE) calculated using the MCMC method for the 12 short-timescale events with the best-fit tE values smaller than
1 day. The prior was corrected so that it becomes uniform in ( tlog E, log Eq ), although the MCMC was performed with the uniform prior in (1/tE, t*). The two gray
dashed lines indicate relative proper-motion values of μrel = 0.8 mas yr−1 and μrel = 20 mas yr−1, between which most events reside considering the structure of our
Galaxy.
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refined fits used the FSPL model for all short events, whereas
the PSPL model fits were adopted during the event selection
unless finite-source effects are significantly detected. During
the selection process, the parameter errors are determined using
the MINOS procedure of the MINUIT package, except in cases
where MINOS failed. In those cases, the error bars from the
MIGRAD procedure were used. The refined fits used the more
robust MCMC method to determine the error bars. The
photometric error bars for each light curve were renormalized
to give χ2/dof∼ 1 for the refined fits. The constraints on the
source magnitude from the catalog star magnitude and the μrel
cut were applied only to the refined fits. The selection process
models are used to define the selected sample of events and to
determine the detection efficiencies. The refined fits are needed
to determine the range of tE and θE values that are consistent
with the data in order to determine the constraints that the data
impose on the FFP population.

6. FSPL Events

There are 13 FSPL candidates in the final sample as listed in
Table 5, including two short events, MOA-9y-770 and MOA-
9y-5919. The original FSPL fit during the event selection was
done with a tentative limb-darkening coefficient of
uMOA−Red= 0.566 which corresponds to a G2-type star in the
MOA-Red wide band (Claret & Bloemen 2011). For the
selected events, we fit the light curves again with updated limb-
darkening coefficients estimated by taking the source color into
account with the procedures described below. Note that the
changes in the parameters are negligible.

The final best-fit parameters are shown in Table 6. In this
sample, we estimated the angular Einstein radius, θE, and the
lens–source relative proper motion, μrel, as follows.

Because we do not have V-band observations during times of
event magnification, we estimated the color of the sources by
assuming that the sources are main-sequence stars or giants in
the bulge, which is most likely correct. First, we determined an
I versus (V− I) “isochrone” sequence on the CMD at Baade’s
window (or MOA subfield gb13-5-4) that combines MOA’s
data for bright stars and HSTʼs data (Holtzman et al. 1998) for

faint stars, as shown in Figure 4. The isochrone is corrected for
extinction and reddening by comparing the RCG’s positions on
the CMD and dereddened apparent magnitude of the RCG
using the relation IRC,0= 14.3955− 0.0239× I+ 0.0122× |b|
(Equation (2) of Nataf et al. 2016) and the intrinsic color of
(V− I)RC,0 = 1.06 (Bensby et al. 2011, 2013; Nataf et al.
2016). The isochrone is shifted for each given subfield using
the difference of IRC,0 (i.e., the difference of distance modulus)
from the Baade’s window value.
The reddening-free source colors (V− I)s,0 are estimated

from the best-fit extinction-free source magnitude Is,0 by using
the isochrone. The determined source positions are plotted
together on the extinction-free CMD of gb13-5-4 in Figure 4.
The errors of (V− I)s,0 are defined by the standard deviation of
the (V− I)0 color of stars at given magnitude Is,0± 0.5 mag in
the MOA+HST CMD.
The source angular radius θ* is calculated by using the

relation between the limb-darkened stellar angular diameter
θLD, (V− I), and I (T. S. Boyajian et al. 2014, private
communication; Boyajian et al. 2014; see Fukui et al. 2015).
Then, we estimated θE= θ*/ρ and μrel= θE/tE.
The (V− I, I)s,0, source angular radius θ*, angular Einstein

radius θE, relative lens–source proper motion μrel, effective
temperature of source Teff, and limb-darkening coefficient
uMOA−Red for 13 FSPL events are shown in Table 7.

6.1. Short FSPL Events

There are two short (tE< 1 day) events in the final sample with
a measured finite-source effect, MOA-9y-770 (tE= 0.315± 0.017
days) and MOA-9y-5919 (tE= 0.057± 0.016 days). The light
curves of these events are shown in Figure 1.
We also report here our discovery of brown dwarf (BD)

candidate event MOA-9y-1944. Although the tE value is
slightly longer than 1 day and the source is too faint to pass our
selection criteria, its angular Einstein radius value is close to
the star/BD end of the Einstein desert (Ryu et al. 2021; Gould
et al. 2022). The light curve is shown in Figure 5.

Table 4
Results of Refined FSPL Fits for the Short-timescale Event Candidates of tE < 1 day

ID Δχ2a t0
tE u0 ρ Is

(HJD') (days) (mag)
Best Best Mean Best Mean Best Mean Best

MOA-9y-537 0.2 6845.279 0.326 0.390 ± 0.101 0.478 0.337 ± 0.114 0.488 0.172 ± 0.147 18.50
MOA-9y-570 0.9 4919.257 0.688 0.809 ± 0.280 0.380 0.253 ± 0.102 0.405 0.135 ± 0.126 18.26
MOA-9y-600 0.9 6359.091 0.803 0.536 ± 0.451 0.001 0.031 ± 0.043 0.036 0.225 ± 0.408 21.48
MOA-9y-671 0.0 4955.068 0.765 0.765 ± 0.053 0.440 0.449 ± 0.056 0.173 0.177 ± 0.115 17.49
MOA-9y-770 525.8 4647.043 0.319 0.315 ± 0.017 0.101 0.208 ± 0.130 1.054 1.084 ± 0.070 16.17
MOA-9y-1173 2.9 4945.128 0.195 0.236 ± 0.264 0.044 0.061 ± 0.037 0.075 0.087 ± 0.041 21.80
MOA-9y-2175 0.0 4581.306 0.755 0.725 ± 0.105 0.359 0.428 ± 0.132 0.117 0.237 ± 0.177 17.72
MOA-9y-2202 0.2 6771.610 0.757 0.957 ± 0.316 0.380 0.142 ± 0.107 0.589 0.123 ± 0.141 18.31
MOA-9y-3945 0.6 3910.751 0.903 0.737 ± 0.225 0.238 0.323 ± 0.195 0.365 0.134 ± 0.177 19.58
MOA-9y-5057 0.2 5025.062 0.260 0.307 ± 0.066 0.694 0.434 ± 0.109 0.755 0.186 ± 0.144 18.01
MOA-9y-5919 35.0 4601.092 0.066 0.057 ± 0.016 0.031 0.572 ± 0.436 1.018 1.399 ± 0.460 18.58
MOA-9y-6057 0.1 3923.229 0.168 0.222 ± 0.057 0.469 0.255 ± 0.120 0.559 0.356 ± 0.200 17.89

Notes. Best columns show values of the best-fit models. Mean columns show the mean and standard deviation values of the posterior distribution of the MCMC,
where a prior of 0.8 < μrel/mas yr−1 < 20.0 was additionally applied to derive those values.
a 2 2

FS
2c c cD = - .

(This table is available in machine-readable form.)
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6.1.1. MOA-9y-770

Event MOA-9y-770 occurred in 2008, and a clear finite-source
effect was detected at the peak covered during one night of
observation. The timescale is short, tE= 0.315± 0.017 days, and
the ratio of source star size to θE is very large, ρ= 1.08± 0.07.
The source is an RCG, as shown in Figure 4. The estimated
source angular radius is θ*= 5.13± 0.86 μas, which results in a
small angular Einstein radius of θE= 4.73± 0.75 μas. This small
θE implies a very small lens mass.

To estimate the posterior distribution of the physical
parameters of the lens, we performed a Bayesian analysis
using the Galactic model of Koshimoto et al. (2021a). We use
their microlensing simulation tool genulens19 (Koshimoto &

Ranc 2021) to sample many microlensing events toward the
event direction and calculate the posterior distribution by
collecting 106 simulated events that have tE, θE, and source
magnitude and color values consistent with the observed
values. For the parameters tE and θE, we evaluate the
consistency by comparing the values of the simulated events
using a Gaussian distribution with a mean equal to the observed
value and a standard deviation equal to the observed
uncertainty. For the source magnitude and color, we use a
uniform probability distribution with a width equal to three
times the observed uncertainty to evaluate the consistency. We
ignored correlations among those parameters. More details are
found in the usage document of genulens.20

Table 5
FSPL Candidates with R.A., Decl., Alerted ID, Catalog Star’s I-band Magnitude, Number of Data Points, and Passed Criteria

ID Internal ID R.A. Decl. IDalert Ic Ndata Criteria
(field-chip-sub-ID) (2000) (2000) (mag)

MOA-9y-81 gb1-3-2-117560 17:46:17.838 −34:20:24.70 2011-BLG-093 16.60 ± 0.02 10,239 CR2
MOA-9y-707 gb3-5-5-398397 17:52:07.344 −33:24:19.91 2013-BLG-611 18.27 ± 0.04 20,495 CR2
MOA-9y-770 gb3-7-6-65303 17:55:16.892 −33:08:35.69 L 16.00 ± 0.01 20,438 CR2
MOA-9y-1117 gb4-4-4-329819 17:50:55.994 −31:19:39.12 2014-BLG-425 L 21,568 CR2
MOA-9y-1248 gb4-7-3-59884 17:54:14.854 −31:11:02.67 2007-BLG-233 16.51 ± 0.02 20,801 CR2
MOA-9y-1772 gb5-4-3-477919 17:53:58.399 −29:44:56.05 2009-BLG-411 15.82 ± 0.02 9464 CR2
MOA-9y-2881 gb8-5-4-211663 17:57:01.624 −31:38:42.64 2013-BLG-145 L 9061 CR2
MOA-9y-3312 gb9-4-0-331071 17:57:08.881 −29:44:58.28 2010-BLG-523 17.10 ± 0.06 28,577 CR2
MOA-9y-3430 gb9-5-5-58496 17:57:47.616 −29:50:46.67 L 18.28 ± 0.07 29,000 CR2
MOA-9y-3888 gb10-4-1-78451 17:58:29.239 −27:59:21.90 2008-BLG-241 17.28 ± 0.10 19,343 CR2
MOA-9y-5175 gb15-3-2-26189 18:05:00.407 −25:47:03.72 2007-BLG-176 17.85 ± 0.04 6523 CR2
MOA-9y-5238 gb15-7-0-92708 18:08:49.977 −25:57:04.30 2010-BLG-311 19.25 ± 0.05 6148 CR2
MOA-9y-5919 gb19-7-7-39836 18:18:41.318 −25:57:15.65 L 17.07 ± 0.01 4940 CR2

MOA-9y-1944a gb5-6-0-416936 17:56:25.942 −29:54:04.90 2012-BLG-403 17.68 ± 0.03 35,613 L

Note.
a MOA-9y-1944 is not in the final sample. Ndata includes 4632 OGLE data points.

Table 6
Parameters for FSPL Events

ID t0 tE u0 ρ Is χ2 Δχ2a

( )HJD¢ (days) (mag)

MOA-9y-81 5678.5543 15.001 ± 0.032 0.028253 ± 0.000102 0.05349 ± 0.00013 16.59 7807 22,713.8
MOA-9y-707 6536.7334 21.226 ± 0.442 0.002520 ± 0.000104 0.00568 ± 0.00011 21.08 16,207 181.2
MOA-9y-770b 4647.0426 0.315 ± 0.017 0.207823 ± 0.130471 1.08449 ± 0.07021 16.17 21,686 525.8
MOA-9y-1117 6887.5787 60.202 ± 0.394 0.008510 ± 0.000355 0.00937 ± 0.00064 18.61 21,302 23.6
MOA-9y-1248 4289.2592 15.279 ± 0.063 0.000040 ± 0.012629 0.03669 ± 0.00113 16.45 23,226 97.1
MOA-9y-1772 5052.5466 10.551 ± 0.089 0.002064 ± 0.005415 0.02805 ± 0.00008 15.82 4050 61.6
MOA-9y-2881 6367.0260 8.796 ± 0.164 0.004062 ± 0.000491 0.00683 ± 0.00046 19.09 11,721 94.4
MOA-9y-3312 5432.6404 17.385 ± 0.421 0.000985 ± 0.004596 0.00976 ± 0.00068 19.27 38,055 649.3
MOA-9y-3430 3951.9865 14.988 ± 0.141 0.000502 ± 0.000045 0.00296 ± 0.00002 21.13 24,996 4103.3
MOA-9y-3888 4632.5647 16.748 ± 0.098 0.000004 ± 0.000696 0.02049 ± 0.00049 17.53 26,129 856.0
MOA-9y-5175 4245.0575 9.090 ± 0.116 0.025382 ± 0.002420 0.05556 ± 0.00097 17.92 16,097 3710.8
MOA-9y-5238 5365.1979 21.801 ± 0.270 0.001350 ± 0.000019 0.00245 ± 0.00003 19.47 5290 890.2
MOA-9y-5919b 4601.0921 0.057 ± 0.016 0.572225 ± 0.435984 1.39874 ± 0.45997 18.58 3729 35.0

MOA-9y-1944c 6098.0974 1.594 ± 0.136 0.002866 ± 0.004371 0.00928 ± 0.00032 21.91 53,693 194.0

Notes. The parameters for all 6111 microlensing event candidates are available in a machine-readable form in the online Journal.
a 2 2

FS
2c c cD = - .

b From the refined fits by MCMC described in Section 5.2.
c MOA-9y-1944 is not in the final sample. The values show the fitting results by using MOA and OGLE light curves.

(This table is available in its entirety in machine-readable form.)

19 https://github.com/nkoshimoto/genulens 20 https://github.com/nkoshimoto/genulens/blob/main/Usage.pdf
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To apply the Galactic model of Koshimoto et al. (2021a) for
the FFP candidates, we extended their broken power-law initial
mass function as follows:
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where the slope and break mass values above 0.08 M☉ are
taken from the E+ EX model of Koshimoto et al. (2021a). We
use α3=− 0.55, α4= 0.92, and M3= 1.3× 10−3M☉ (∼ 1
MJ) taken from a tentative best-fit mass function to the tE and
θE distribution of our sample, which is consistent with the final
result presented in S23. For the low-mass breakMlo, we applied
two values, Mlo= 10−8 M☉ or 0.0033 M⊕ and Mlo= 10−6 M☉
or 0.33 M⊕, because it is uncertain to what extent the α4 slope
continues below the sensitivity of our sample. Note that the
lowest mass of 10−8 M☉= 3.3× 10−3 M⊕ is lower than the
mass of Mercury (i.e., the lowest-mass planet in our solar
system), 5.5× 10−2 M⊕, and close to but slightly higher than
the mass of Eris (i.e., the most massive dwarf planet),
2.8× 10−3 M⊕.

The resultant median and 68% intervals of the posterior
distributions of the lens mass and distance for MOA-9y-770 are
given in Table 8, and the posterior distributions are shown in
Figure 6. The estimated lens mass is 22.3 17.4

42.2
-
+ M⊕, which is

close to Neptune’s mass (17.2 M⊕), and is located in the
Galactic bulge (D 7.11L 3.49

1.25= -
+ kpc), regardless of the prior for

Mlo.

6.1.2. MOA-9y-5919

Event MOA-9y-5919 occurred in 2008, and the interval
when the magnification showed a clear finite-source effect was
well covered over the course of one night. The timescale is the

shortest in our sample, tE= 0.057± 0.016 days, and the ratio ρ

is large, ρ= 1.40± 0.46. The source is a G7 turnoff star, as
plotted on the CMD in Figure 4. The estimated source angular

Table 7
Source and Lens Parameters Derived for FSPL Events

ID Is,0 (V − I)s,0 θ* θE μrel Teff uMOA−Red

(mag) (mag) (μas) (μas) (mas yr−1) (K)

MOA-9y-81 15.03 ± 0.05 1.06 ± 0.16 4.37 ± 0.70 81.74 ± 13.05 1.99 ± 0.32 4771 ± 298 0.6286
MOA-9y-707 19.52 ± 0.05 0.87 ± 0.15 0.46 ± 0.07 80.61 ± 11.64 1.39 ± 0.20 5183 ± 376 0.5866
MOA-9y-770a 14.71 ± 0.13 1.07 ± 0.16 5.13 ± 0.86 4.73 ± 0.75 5.50 ± 0.90 4753 ± 290 0.6286
MOA-9y-1117 15.63 ± 0.06 0.98 ± 0.17 3.07 ± 0.51 327.82 ± 58.98 1.99 ± 0.36 4921 ± 358 0.6044
MOA-9y-1248 14.50 ± 0.05 1.08 ± 0.16 5.66 ± 0.90 154.25 ± 24.96 3.69 ± 0.60 4743 ± 288 0.6286
MOA-9y-1772 14.07 ± 0.05 1.09 ± 0.18 6.97 ± 1.20 248.32 ± 42.65 8.60 ± 1.48 4723 ± 307 0.6286
MOA-9y-2881 17.47 ± 0.05 0.71 ± 0.10 1.01 ± 0.10 148.48 ± 18.18 6.17 ± 0.76 5643 ± 352 0.5364
MOA-9y-3312 17.76 ± 0.05 0.71 ± 0.08 0.88 ± 0.07 90.53 ± 9.49 1.90 ± 0.20 5655 ± 266 0.5364
MOA-9y-3430 19.78 ± 0.05 0.97 ± 0.19 0.45 ± 0.08 150.93 ± 27.65 3.68 ± 0.67 4953 ± 407 0.6105
MOA-9y-3888 14.95 ± 0.05 1.06 ± 0.16 4.51 ± 0.72 219.95 ± 35.35 4.80 ± 0.77 4781 ± 299 0.6286
MOA-9y-5175 15.27 ± 0.08 1.02 ± 0.18 3.75 ± 0.65 67.42 ± 11.84 2.71 ± 0.48 4854 ± 349 0.6300
MOA-9y-5238 17.94 ± 0.06 0.71 ± 0.07 0.82 ± 0.06 332.54 ± 25.69 5.57 ± 0.44 5643 ± 253 0.5364
MOA-9y-5919a 17.23 ± 0.61 0.76 ± 0.15 1.26 ± 0.48 0.90 ± 0.14 6.15 ± 1.83 5499 ± 446 0.5552

MOA-9y-1944b 20.14 ± 0.05 1.09 ± 0.23 0.43 ± 0.10 46.10 ± 10.50 10.57 ± 2.57 4715 ± 405 0.6328

Notes.
a From the refined fits by MCMC described in Section 5.2.
b MOA-9y-1944 is not in the final sample.

(This table is available in machine-readable form.)

Figure 4. The extinction-free CMD of an MOA subfield gb13-5-4, which
combines the MOA data (black circles) and the HST data by Holtzman et al.
(1998; green circles). The orange curve is the isochrone matched to this
subfield. The cyan square is the RCG centroid. The red filled circles with error
bars are sources of the 13 FSPL events. The blue filled circles indicate the two
FFP candidates.
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radius is θ* = 1.26± 0.48 μas, which leads to an angular
Einstein radius of θE= 0.90± 0.14 μas, similar to the value of
θE∼ 0.84 μas for OGLE-2016-BLG-1928, the shortest-time-
scale event discovered to date (Mróz et al. 2020).

Our Bayesian analysis indicates that the lens, MOA-9y-
5919L, has a terrestrial mass regardless of the prior for Mlo:
0.37 0.27

1.11
-
+ M⊕ (with Mlo= 0.0033 M⊕) or 0.75 0.46

1.23
-
+ M⊕ (with

Mlo= 0.33 M⊕), as shown in Table 8. Thus, MOA-9y-5919L is
the second terrestrial-mass FFP candidate discovered to date.
The posterior distributions are shown in Figure 6. The mass
distribution with Mlo= 0.0033 M⊕ (blue histogram) shows a
nonnegligible probability of M even below Mercury’s mass of
0.055 M⊕. Nevertheless, we use results with Mlo= 0.33 M⊕ for
our final results, to be conservative, as we have little sensitivity
to planets below 0.33 M⊕. We confirmed the robustness of our
conclusion that MOA-9y-5919L is most likely to have a
terrestrial mass by repeating the same analysis but with mass
function parameters that minimize the number of planetary-
mass objects within the uncertainty range given by S23.

6.1.3. MOA-9y-1944

MOA-9y-1944 is a BD candidate event that occurred in 2012
whose entire magnification part was well covered during one
night. The timescale is relatively short, tE= 1.594± 0.136
days, and the value of the ratio ρ is moderate,
ρ= 0.00928± 0.00032. The estimated source angular radius is
θ* = 0.43± 0.10 μas, which leads to a value for θE of
θE= 46.1± 10.5 μas. This value is distinctly larger than those
of the two FFP candidates above but the smallest among others,
i.e., it is consistent with the lower edge of the star/BD
population. This is closer to the same edge of θE= 30 μas as
found by Gould et al. (2022). Note that this event is not in the
final sample to be used for our statistical analysis because the
source magnitude of Is= 21.9 mag is fainter than the criterion
threshold. We showed this event as a reference to show the
object near the gap of the Einstein desert (Ryu et al. 2021;
Gould et al. 2022) and also to show the usefulness of finding
the events not only with a giant source but also with dwarf
sources.

Our Bayesian analysis indicates that the lens mass is
0.033 0.022

0.062
-
+ M☉, i.e., it is likely a BD in the Galactic bulge at

7.85 0.48
0.40

-
+ kpc. The posterior distributions are shown in Figure 6.

7. Detection Efficiency

To be used for various statistical studies such as the
measurement of the mass function by S23, we calculate the
detection efficiency of the survey by conducting an image-level
simulation following Sumi et al. (2003, 2011). One major
difference from the previous studies is that we consider the
influence of the finite-source effect on the detection efficiency
in this work. This makes the analysis more complicated
because when the finite-source effect is not negligible, the
detection efficiency becomes a function of both tE and θE, ò(tE,
θE). Thus, the detection efficiency as a function of the
timescale,

˜ ( ) ( ∣ ) ( ) ( ) t t t d; , , 11E E E E E E
E

ò q q qG = G
q

depends on the event rate Γ(tE, θE) given by a Galactic model
that includes the mass function of the lens objects, i.e., what we
want to measure in S23. Here P(A|B) is the probability of A
given B, and Γ(θE|tE) is thus the fraction of events with θE
among events with tE in the model. The true detection
efficiency, ò(tE, θE), depends on two variables, so if we want
to express the detection efficiency as a function of one variable,
we must integrate over one of these variables. We therefore
refer to the ˜ ( ) t ;E G function as the “integrated detection
efficiency.” However, the integrated detection efficiency
depends on the event rate, Γ(tE, θE), which depends on the
mass function of lens objects. It is particularly sensitive to the
FFP mass function because a large fraction of FFP microlen-
sing light curves shows significant finite-source effects. Thus,
the true two-dimensional nature of ò(tE, θE) cannot be ignored
in microlensing analyses of the FFP mass function.
The detection efficiencies depend on the (true) θE value,

especially in short events where the finite-source effect can
significantly change its amplitude and duration of magnifica-
tion. However, we note that selection criteria for ò(tE, θE) do
not require the measurement of θE (see Table 2), which allows
both PSPL and FSPL events to be detected. On the other hand,
we separately consider another detection efficiency for the
FSPL events in Section 8 by adding a requirement of the θE
measurement to the selection criteria.
We first calculate the detection efficiency for events with (tE,

θE), ò(tE, θE), by an image-level simulation in Section 7.1.

Table 8
The Posterior Distributions of Parameters by Bayesian Analysis for Short FSPL

Events and a BD Candidate

ID Mass Distance

(M⊕) (kpc)

Mlo(M⊕) = 0.0033 0.33 0.0033 0.33

MOA-9y-770 22.3 17.4
42.2

-
+ 6.95 3.52

1.29
-
+

MOA-9y-5919 0.37 0.27
1.11

-
+ 0.75 0.46

1.23
-
+ 4.52 2.25

2.23
-
+ 5.92 2.02

1.07
-
+

MOA-9y-1944a ☉M0.033 0.022
0.062

-
+ 7.85 0.48

0.40
-
+

Note. Prior with Mlo = 0.0033 M⊕ applies dN d M Mlog 0.91µ - (S23) down
to 3.3 × 10−3 M⊕, while prior with Mlo = 0.33 M⊕ applies it down to 0.33 M⊕

and applies dN d Mlog const.µ below. Results for MOA-9y-770 and MOA-
9y-1944 did not vary among these two priors (see Figure 6).
a MOA-9y-1944 is not in the final sample.

Figure 5. Light curves of the BD candidate MOA-9y-1944.
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Then, we calculate the integrated detection efficiency as a
function of tE, ˜ ( ) t ;E G , by integrating Equation (11) for a given
event rate Γ(tE, θE) in Section 7.2.

7.1. Image-level Simulation

As described in Section 3, our analysis has been conducted
using 1024 pixel × 1024 pixel subframes as the smallest image
unit. We generated 40,000 artificial events in each subframe,
i.e., 64M events in total, and embedded them at random
positions between 0� x/pixel� 2048 and 0� y/pixel� 4096
in each CCD. The microlensing parameters are randomly
assigned between  t3824 JD 69700 ¢ , 0� u0� 1.5, and
source magnitude of 14.2� Is/mag� 22, uniformly.

The timescale tE is randomly given with a log-uniform
distribution between 0.02 and 1000 days for 12.5% of the
simulation and between 0.02 and 10 days for the remaining

87.5%, with a probability distribution proportional to
( )tlog 10 daysE

1- . The bias toward small tE is because shorter
events generally have smaller detection efficiencies and more
simulations are needed to estimate the detection efficiency
accurately enough.
Because a likely range of the lens–source relative proper

motion, μrel= θE/tE, is 0.8−20 mas yr−1 regardless of tE less
than 100 days (see Figure 1 of Koshimoto et al. 2021b), the
angular Einstein radius values θE are randomly drawn from a
log-uniform distribution between ( ) tlog 0.8 365.25 daysE

( ) ( ) tlog mas log 20 365.25 daysE Eq depending on the
assigned tE (see Figure 7). Note that the detection efficiency
for long-timescale events has little dependence on θE, and thus
the μrel range taken here does not affect our results even if there
is a nonnegligible population of events with μrel< 0.8 mas yr−1

among events with tE> 100 days.
The source angular radius θ* is calculated from the assigned

Is by using the same procedure used in Section 6. Then,
ρ= θ*/θE is used for the finite-source effect in the simulated
events.
To embed the artificial events, we calculated the differences

of the flux in each frame relative to that of the reference image,
ΔF(ti)= F(ti)− F(tref). Here F(ti) and F(tref) are model fluxes
given by Equation (5) at the time when each frame ti and the
reference images tref are taken, respectively. The PSFs derived
by DOPHOT on each subframe of the reference images are
convolved by the kernel to match to the seeing, scale, and PSF
shape variation on each observed subframe. Here we used the
same kernels that are derived in the DIA process. We added
this convolved PSF scaled by ΔF(ti) on all frames of the real
difference images. Then, we reduced these simulated difference
images with artificial events by using the same pipeline and
“detected” the events through the same selection criteria as
were used for the real events, to calculate the detection
efficiency as a function of tE and θE in each field.
The detection efficiency for events with (tE, θE) in the jth

field ( j= 1, 2, ..., 22, but gb6 and gb22 are not used) is
calculated by

( ) ( ) ( ) t w t X, , , 12j
k j i

N

i k iE E
1

, E E det,

ksim,

å åq q=
Î =

where k denotes a subframe in the jth field (k= 1, 2, ..., 80, i.e.,
10 chips × 8 subframes), i denotes an artificial event in the
subframe, and N ksim, is the number of artificial events in the
grid of (tE, θE). X idet, takes 1 when the ith event is detected and
takes 0 when it is undetected. The weight for each event wi,k(tE,
θE) is given by

( )( )
( )

( )
( )w t

n f I

n f I
,

,
13i k

k k s i

k j k i
N

k s i
, E E

RC,
2

LF, ,

RC,
2

1 LF, ,
ksim,

q =
å åÎ =

where nRC,k is the number density of RCGs in the kth subfield,
fLF,k(Is,i) is the fraction of stars that has a source magnitude Is,i
given by the luminosity function (LF) in the kth subfield, and

( )n f Ik k s iRC,
2

LF, , is thus proportional to the expected event rate.
Note that nRC,k does not reflect the number of stars in the
foreground or the far disk. We assumed that their contribution
to the relative event rate among the fields is negligible.
The LF in the kth subfield is given by using the combined LF

from the OGLE-III photometry map (Szymański et al. 2011)
and the HST data (Holtzman et al. 1998). This uses the OGLE

Figure 6. Posterior mass and distance distributions of the two FFP and one BD
candidates by a Bayesian analysis. The blue histograms are for when the slope
α4 is applied down to 10−8 Me (Mlo = 0.0033 M⊕). The orange histograms are
for when the slope α4 is applied down to 10−6 Me and dN d Mlog const.= is
applied for M < 10−6 Me (Mlo = 0.33 M⊕).
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LF for bright stars and the HST LF for faint stars down to
I= 24 mag. This combined LF is calibrated to the extinction
and Galactic bulge distance for each subfield by using the
position of RCG stars as a standard candle in the CMD.

Figure 7 shows the calculated detection efficiency when
using the criterion CR2 in gb9 and gb19, in addition to the
mean of all 20 fields used. We picked these two fields here
because gb9 is the highest-cadence field while gb19 is one of
the lowest-cadence fields but has MOA-9y-5919, the shortest
event with tE= 0.057± 0.016 days in our sample. In the top
panels, the detection efficiencies as a function of tE and θE, ò(tE,
θE), are shown. At tE 3 days, dependence of the detection

efficiency on θE for a given tE is not seen in the color map for
all three columns, but for tE 1 day it is clearly seen.
In the middle row, the detection efficiency as a function of tE

and ρ is shown. The conversion from ò(tE, θE) can be done via
ρ= θ*/θE, where θ* is calculated using the Is value for each
artificial event as described in cut 3 in Section 4. Unlike ò(tE,
θE), ò(tE, ρ) has a dependence on ρ for a given tE even when tE
is long. This is because the source tends to be brighter when ρ

is larger, and thus ò(tE, ρ) is high with a larger ρ when tE is
long. However, when tE is short, ò(tE, ρ) gets smaller at a larger
ρ value, which is due to the finite-source effect causing a
suppression of magnification. Note that the sharp cut in ò(tE, ρ)

Figure 7. Two- and one-dimensional detection efficiencies including finite-source measurements. The top row shows ò(tE, θE), which is the detection efficiency as a
function of the Einstein radius crossing time, tE, and angular Einstein radius θE. The middle row shows the detection efficiency, ò(tE, ρ), as a function of tE and the
finite-source parameter ρ, and the bottom row shows the one-dimensional integrated detection efficiencies as a function of tE. The orange solid, blue dashed, and green
dotted curves in the bottom panels show ˜ ( ) t ;E G with the best-fit Γ(tE, θE) taken from S23, with Γ(tE, θE) = const. in the simulated range, and with the PSPL
assumption, respectively. The left, middle, and right columns show the detection efficiencies for field gb9, field gb19, and the mean of all 20 fields using criteria CR2.
The simulation is limited in 0.8 � μrel/(mas yr−1) � 20. Note that our selection criteria (Table 2) do not require θE to be measurable.
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at ρ= 10 is because we assumed ò(tE, θE)= 0 for ρ> 10. This
is because the peak magnification with ρ> 10 is 2% and it is
the limitation in the FSPL calculation algorithm by Bozza et al.
(2018).21 Nevertheless, this is negligible for ˜ ( ) t ;E G because
only <1% of simulated events have ρ> 10 for tE> 0.05 days,
which includes all the events in our sample.

The bottom panels show the integrated detection efficiency
as a function of tE, ˜ ( ) t ;E G , which is discussed in Section 7.2.

7.2. Integrated Detection Efficiency as a Function of tE

When finite-source effects are important, the true detection
efficiency is a function of tE and θE, ò(tE, θE), although it can
also be described by other pairs of parameters, such as (tE, ρ),
that describe the same parameter space. However, all previous
work in the field has considered the detection efficiency for
single-lens events to be described by only a single parameter,
tE, except for Gould et al. (2022), who proposed a detection
efficiency model depending only on θE. The integrated
detection efficiency, ò(tE; Γ), is defined in Equation (11), but
this equation includes a dependence of the event rate. Since the
event rate depends on the FFP mass function, it is problematic
to try to use ò(tE; Γ) to determine the FFP mass function. In the
forward Bayesian analysis of the FFP mass function that we
present in S23, we avoid this problem by integrating
Equation (11) for every proposed mass function to separately
determine ˜ ( ) t ;E G used in the calculation of the likelihood
function for the mass function parameters.

In this section, we probe the dependence of ˜ ( ) t ;E G on the
FFP mass function in order to investigate what circumstances
might allow the dependence of ˜ ( ) t ;E G on the event rate,
Γ(θE|tE)= Γ(tE, θE)/Γ(tE), to be ignored.

Since t ME µ , the event rate Γ(tE) can be separated from
the mass function (Han & Gould 1996; Wegg et al. 2017)

( ) ( ) ( ) ( )t t M M M dM, 14E E
1 2ò gG = F-

where γ(tE) is the event rate for lenses with mass 1M☉ and Φ

(M) is the present-day mass function. Similarly, the event rate
Γ(tE, θE) is

( ) ( ) ( ) ( )t t M M M M dM, , . 15E E E
1 2

E
1 2òq g qG = F- -

To calculate γ(tE) and γ(tE, θE), we use the stellar density and
velocity distributions of the Galactic model from Koshimoto
et al. (2021a).

With Equations (14) and (15), the calculation of ˜ ( ) t ;E G in
Equation (11) becomes a double integration over M and θE. To
reduce computation time, we divide the integration over θE into
two parts,

˜ ( ) ( ∣ ) ( )

( ) ( ( )) ( )


 



t t t d

t f t

; ,

1 ; , 16

E E E E E E

point E FS E

E E,th
ò q q qG = G

+ ´ - G
q q

where θE, th is a θE value above which ò(tE, θE) is independent
of θE, òpoint(tE) is the value of ò(tE, θE) when θE> θE, th, and

( ) ( ∣ ) ( )


f t t d; 17FS E E E E
E E,th

ò q qG º G
q q

represents a fraction of events with tE whose detectability can
be affected by the finite-source effect. We use θE,th= 0.02 mas
determined based on the color map of ò(tE, θE) in Figure 7.
Using Equations (14) and (15) and switching the order of

integrals over M and θE,

( ) ( ∣ )
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where

( ) ( ∣ ) ( )


t M M t M d, 19FS E E
1 2

E
1 2

E
E E, th

òh g q qº
q q

- -

is a cumulative fraction of γ(θEM
−1/2|tEM

−1/2) up to θE, th and
can be instantly calculated once the cumulative distribution of
γ(θE|tE) is stored. This can be understood easier if considered in
the ( tlog E, log Eq ) plane, where our actual calculations are
performed. Let the cumulative distribution of ( ∣ )tlog logE Eg q
be ( ∣ )p tlog logE Eq , and then ( )t Mlog , logFS Eh can be given by

( ∣ )p M t Mlog 0.5 log log 0.5 logE, th Eq - - , i.e., just by shift-
ing the offset of M0.5 log- on the ( tlog E, log Eq ) plane. Thus,
we can calculate fFS(tE; Γ) without a double integration using
the γ(θE|tE) calculated by the Galactic model beforehand. This
makes the calculation of ˜ ( ) t ;E G faster because we can
approximate Equation (16) as ˜ ( ) ( ) t t;E point EG when
fFS(tE; Γ)= 1. In the calculation of ˜ ( ) t ;E G for a proposed
mass function during the fitting in S23, we applied the
approximation when fFS(tE; Γ)< 0.01, whereas we calculated
both terms of Equation (16) when fFS(tE; Γ)� 0.01.22

The bottom panels of Figure 7 show the integrated detection
efficiency as a function of tE, ˜ ( ) t ;E G , calculated with the best-
fit Γ(tE, θE) taken from S23 (orange solid curves) and with Γ(tE,
θE)= const. in the simulated range (blue dashed curves). We
also show òpoint(tE) in green dotted curves for gb9 and gb19,
where we do not consider the finite-source effect. Note that the
used best-fit Γ(tE, θE) is shown in Figure 10 in Appendix.
In each panel, all the curves agree when tE 1 day.

However, they deviate from each other at tE 1 day, where
the finite-source effect is important, making ò(tE, θE) dependent
on θE even when tE is fixed. This demonstrates that
consideration of both the finite-source effect and relative event
rate is important for the calculation of ˜ ( ) t ;E G with tE 1 day.
In Appendix, we also show how ˜ ( ) t ;E G and Γ(θE|tE) depend

21 The latest version (v3.5) of VBBinaryLensing supports sources as big
as ρ = 100.

22 Note that Equation (11) can be represented as

˜ ( ) ( ∣ ) ( )

( ) ( ) ( )
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Because ζ(tE, M) is not dependent on the mass function Φ(M), we can avoid the
double integration during the fitting by calculating ζ(tE, M) beforehand even
when fFS(tE; Γ) is not negligible. However, we did not do this in S23 because
the computation was fast enough.
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on the mass function by changing the slope for the planetary
mass range, α4.

As expected, the detection efficiency for short-tE events in
gb9 is higher than in gb19, due to the higher observing cadence
for gb9. The mean detection efficiency for short events is
between these two.

8. Detection Efficiency for FSPL Events

In Section 7, we showed that when finite-source effects are
important, the detection efficiency is a function of two
variables, which can be either (tE, ρ) or (tE, θE). In
Section 7.2, we discussed the conversion of the two-
dimensional detection efficiency into a one-dimensional
function depending only on tE, and we showed that the
finite-source effects generally do not have a significant effect
on the detection efficiency in our sample for events with tE> 1
day. This depends somewhat on the angular size of the source
stars in the sample. For a sample of microlensing events with
giant star sources, finite-source effects are likely to affect the
detection efficiencies for events with tE 1 day, but for
microlensing events discovered by the Roman Space Telescope
exoplanet microlensing survey, the source stars will have a
smaller average angular size, so the detection efficiency for
events with tE 1 day should be less dependent on finite-
source effects than our MOA survey sample is. In this section,
we consider the calculation of detection efficiencies for event
selection criteria that include a requirement that θE be
measured, so we add a θE measurement criterion to our cut
CR2. Although S23 do not use this detection efficiency for
FSPL events, it may be important for the future studies
focusing on FSPL events. It is also important to establish
calculation methods and to see how the detection efficiency for
FSPL events depends on tE, θE, and event rate.

Our criteria to declare that θE is measured are the same as the
criteria we use to decide if the FSPL fit result should be
adopted during the cut 3 process in our event selection process.
That is, the χ2 of the FSPL model must be improved by at least
20 over the PSPL model for events with 0.8< μrel/
mas yr−1< 0.9 and improved by at least 50 over the PSPL
model for events with 0.9< μrel/mas yr−1< 20. Only the 13
FSPL events in Table 5 remained in our sample after this
selection.

We denote the detection efficiency for FSPL events as a
function of (tE, θE) by òFS(tE, θE), and this can be calculated by
Equation (12) with the new θE measurement criteria. The
integrated detection efficiencies for FSPL events as a function
of either tE or θE are both dependent on the event rate Γ(tE, θE).
These single-parameter, event-rate-dependent, integrated detec-
tion efficiencies are denoted by ˜ ( ) t ;FS E G and ˜ ( ) ;FS Eq G ,
respectively. These are given by

˜ ( ) ( ∣ ) ( ) ( ) t t t d; , 22FS E E E FS E E E
E

ò q q qG = G
q

and

˜ ( ) ( ∣ ) ( ) ( ) t t dt; , , 23
t

FS E E E FS E E E
E
òq q qG = G

respectively. Note that these event-rate-dependent detection
efficiencies cannot easily be used in a likelihood analysis to
determine the FFP mass function because the event rate Γ

depends on the mass function. We deal with this issue in S23

by evaluating ˜ ( ) t ;FS E G separately for each FFP mass function
considered in our likelihood analysis.
Figures 8(a), (b), and (c) show òFS(tE, θE), ˜ ( ) t ;FS E G , and

˜ ( ) ;FS Eq G , respectively. These are noisier than the original
detection efficiency shown in Figure 7, especially at long tE,
because at longer tE the average ρ value is smaller and FSPL
events become less common, and only a small fraction of our
simulated events can be used to calculate the detection
efficiencies with the θE measurement.
In each of panels (b) and (c), the orange solid curve shows

the integrated detection efficiency calculated using the best-fit
event rate Γ(tE, θE) taken from S23, while the blue dashed
curve shows that using a simple, but unrealistic, model of a
constant event rate ( )t , const.E EqG = . At tE< 0.5 days, the
difference between the two curves in panel (b) is similar to the
one for ˜ ( ) t ;E G in Figure 7. However, ˜ ( ) t ;FS E bestG is
significantly smaller than ˜ ( ) t ;FS E flatG for 1< tE/days< 100.
This is because, for a given tE in the range 1< tE/days< 100,
Γbest(θE|tE) is significantly higher at the upper half of the
simulated range of θE than at the lower half (see Figure 10 in
Appendix), while the detection efficiency is smaller at larger θE
as shown in Figure 8(a).
The green line in Figure 8(c) shows the relative detection

efficiency used by Gould et al. (2022) for an analysis of a
sample of the KMTNet microlensing events with giant source
stars. It is unclear how this assumed detection efficiency was
determined, as Gould et al. (2022) present no discussion of this.
In fact, the event selection criteria used by Gould et al. (2022)
include both automated and manual light-curve fitting, which
could make a proper calculation of òFS(tE, θE) quite difficult.
Because the Gould et al. (2022) selection criteria differ

significantly from our selection criteria with the added θE
measurement criteria, we should not expect the detection
efficiencies for our analysis to match the true detection
efficiency for the Gould et al. (2022) analysis or their adopted
detection efficiency. Gould et al. (2022) do not discuss their
procedure to develop the detection efficiency that they adopted.
They also do not mention the dependence of the detection
efficiency on the event rate, but we can consider how the
detection efficiency of our event selection method with the θE
measurement requirement depends on the assumed event rate.
Figure 8(c) shows that the peak sensitivity region of our

survey to θE is smaller than the detection efficiency adopted by
Gould et al. (2022) would predict. This is qualitatively
consistent with the fact that the KMTNet sample contains only
events with a giant source star, whereas our sample contains
many turnoff and main-sequence source stars, which have a
smaller angular size. This allows our sample to detect events
with smaller θE values, which would diminish the magnifica-
tion and render giant source star events undetectable. However,
Figure 4 shows that just over half of the objects in our FSPL
sample have sources in the giant branch, in the vicinity of the
red clump. Hence, we might expect the peaks for the measured
MOA and adopted KMTNet detection efficiencies to be less
than an order of magnitude, but perhaps this is because of giant
stars that are larger than red clump stars in the KMTNet
sample.
The relationship between the sensitivity to low-mass planets

and the source star angular size may be better understood with
a comparison of the source star angular radii, θ*, and angular
Einstein radii, θE, for the eight FFP candidates with θE< 10 μas
measurements found by microlensing. These include four
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candidates (Mróz et al. 2018, 2019, 2020, 2020) found by
OGLE, two candidates found by KMTNet (Kim et al. 2021;
Ryu et al. 2021), and the two candidates presented here, MOA-
9y-770 and MOA-9y-5919. These events have angular Einstein
radii values in the range 1.26 μas� θ*� 15.1 μas, but it is only
the two events with θ* < 4 μas, OGLE-2016-BLG-1928 and
MOA-9y-5919, that are terrestrial planet candidates with
θE< 2 μas. MOA-9y-5919 has the smallest angular size of
any of these FFP candidates, with θ* = 1.26± 0.48 μas, which
is less than half of the angular source size for OGLE-2016-
BLG-1928 (θ* = 2.85± 0.20 μas). The MOA-9y-5919 source
is a G7 turnoff star, as the CMD in Figure 4 indicates. These
results imply that it is important to investigate turnoff and
main-sequence source events to study FFP population down to
terrestrial masses and to measure the FFP mass function.

Figure 8(c) also indicates that ˜ ( ) ;FS Eq G also depends on
Γ(tE, θE), since the blue and orange lines differ because they
assume different event rate functions, Γ. This is most clearly
seen in the bottom panel of Figure 8(c). However, for our
modified selection criterion that requires a θE measurement, we
find that the dependence of ˜ ( ) ;FS Eq G on the mass function is
smaller than that of ˜ ( ) t ;FS E G , as shown in Appendix.

The dashed orange histograms in panels (b) and (c) show tE
and θE distributions, respectively, corrected by the detection
efficiency with the best-fit event rate. The far left bin’s value is
an order of magnitude higher than the second-from-left bin’s
value, which implies that terrestrial-mass objects are about 10

times more common than Neptune-mass objects. This is
consistent with the conclusion in S23, where we do a more
detailed likelihood analysis using our sample and discuss the
FFP population further.

9. Discussion and Conclusions

We conducted a systematic offline analysis of a 9 yr subset
of the MOA-II survey toward the Galactic bulge. We found
6111 microlensing candidates in which 3554 or 3535 events
have been selected with criteria sets CR1 or CR2, respectively,
to be used in a statistical analysis. Among these selected events,
we found 12 very short (tE< 1 day) events.
Among the 12 short events, we found two FSPL events,

MOA-9y-770 (tE= 0.315± 0.017 days) and MOA-9y-5919
(tE= 0.057± 0.016 days). These events have very small
angular Einstein radii of θE= 4.73± 0.75 μas and
0.90± 0.14 μas, respectively. Our Bayesian analysis using a
Galactic model and information of observed tE and θE infer
their masses as 22.3 17.4

42.2
-
+ M⊕ and 0.75 0.46

1.23
-
+ M⊕, i.e., likely a

Neptune-mass object and a terrestrial-mass object, respectively.
There were seven known FFP candidates with θE measure-

ments, and our discoveries increased the sample to nine in total.
Among these seven known FFP candidates, only OGLE-2016-
BLG-1928L (Mróz et al. 2020) has a terrestrial mass. MOA-9y-
5919L is the second terrestrial-mass FFP candidate. This
discovery confirmed the existence of a terrestrial-mass FFP
population, and a simple comparison using a detection-

Figure 8. Detection efficiencies for FSPL events as functions of (a) the timescale tE and the angular Einstein radius θE, (b) tE, and (c) θE, for the mean of all 20 fields
with the criterion CR2. In panels (b) and (c), the orange solid and blue dashed curves show integrated detection efficiencies with the best-fit Γ(tE, θE) taken from S23
and with Γ(tE, θE) = const. in the simulated range, respectively. The solid orange histogram indicates the 13 FSPL events detected in our sample, where 10−6

corresponds to one event. The green line in panel (c) shows the relative detection efficiency for the KMTNet giant source sample (Gould et al. 2022).
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efficiency-corrected histogram in Figure 8 indicates that
terrestrial-mass objects like MOA-9y-5919L are about 10
times more common than Neptune-mass objects like MOA-9y-
770. A more detailed analysis and discussion on the FFP
population are presented in our companion paper, S23.

Compared with our detection rate of one terrestrial-mass
object out of two short FSPL events, a relatively small number
of low-mass FFP candidates have been found to date. This is
partly because FFPs have been mainly sought in events with
giant or supergiant source stars. Giant or supergiant source stars
have an advantage to detect the finite-source effect because of
their large angular source radii. On the other hand, a large
source radius tends to suppress the maximum event magnifica-
tion. It is important to search for FSPL events in subgiant and
dwarf source stars to detect events with small θE, i.e., low-mass
lenses.

We developed a new method for calculating the detection
efficiency of the survey by taking the influence of the finite-
source effect into account for the first time. When finite-source
effects are important, as is generally the case for FFP analyses,
the detection efficiency, ò(tE, θE), becomes a function of both tE
and θE. If one wishes to define a single variable detection
efficiency as a function of either tE or θE, then one must
integrate over the other variable, yielding the integrated
detection efficiency as a function of tE, ˜ ( ) t ;E G , or θE,
˜ ( ) ;Eq G . These expressions include the “;Γ” term to indicate
that they depend on the event rate, Γ(tE, θE), because the
distribution of θE values for fixed tE and the distribution of tE
values for fixed θE both depend on the event rate. If a single
variable integrated detection efficiency function (either ˜ ( ) t ;E G
or ˜ ( ) ;Eq G ) is used in an analysis of FFP mass function
models, then the dependence of the event rate on the FFP mass
function requires that ˜ ( ) t ;E G or ˜ ( ) ;Eq G must be reevaluated
for every mass function that is considered. Alternatively, the
more straightforward procedure of directly using the two-
dimensional detection efficiency, ò(tE, θE), can be used. In the
case of our final sample consisting of both PSPL and FSPL
events, this method is important for constraining the low-mass
end of the mass function by modeling the short tail at tE< 0.5
days, where the finite-source effect is more important, as is

done in S23. In the case of a sample consisting of only FSPL
events, we show that the integrated detection efficiency
depends on the event rate Γ(tE, θE) over a wide range of tE or
θE. Our method will also be useful for the analysis of the survey
by the Roman Space Telescope, which expects to detect many
more low-mass FFP candidates (Bennett & Rhie 2002; Johnson
et al. 2020).
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Appendix
Dependence of Integrated Detection Efficiency on the Mass

Function

We argued that when the finite-source effect is considered,
the detection efficiency depends on two variables, (tE, ρ) or (tE,
θE). When this is the case, a single variable detection efficiency,
which is referred to as an integrated detection efficiency, as a
function of either tE or θE depends on the event rate, Γ(tE, θE),
which has a dependency on the mass function. Figure 9 shows
how much integrated detection efficiencies depend on the mass
function slope in the planetary mass range, α4, which is defined
in Equation (10). Panels (a), (b), and (c) show the integrated
detection efficiencies for the CR2 sample as a function of tE,
˜ ( ) t ;E G , for the FSPL sample as a function of tE, ˜ ( ) t ;FS E G , and
for the FSPL sample as a function of θE, ˜ ( ) ;FS Eq G ,
respectively. We use α4= 0, α4= 0.92, and α4= 1.5 to plot
the dashed magenta, solid orange, and dashed cyan lines in
each panel, where α4= 0 is a common assumption when we do
not have any prior knowledge, α4= 0.92 corresponds to the
tentative best-fit model used for the Bayesian analysis in
Section 6.1, and α4= 1.5 is a possible value within the

Figure 9. Dependence of integrated detection efficiency on the mass function for three different slopes in the planetary mass range, α4 = 0, 0.92, and 1.5, for different
event selection criteria and different variables, tE and θE. Panels (a) and (b) show the detection efficiency as a function of tE after integrating over θE for our original
selection criterion CR2, which yields ˜ ( ) t ;E G in panel (a), and for our modified criterion, which requires a θE measurement, yielding ˜ ( ) t ;FS E G in panel (b). Panel (c)
shows ˜ ( ) ;FS Eq G , which is the integrated detection efficiency as a function of θE using the modified selection criterion that requires a θE measurement. In each panel,
the orange solid, magenta dashed, and cyan dashed curves show integrated detection efficiencies with the event rate Γ(tE, θE) calculated with the mass functions with
α4 = 0.92 (consistent with the best fit in S23), α4 = 0, and α4 = 1.5.
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uncertainty given by S23. The event rate, Γ(tE, θE), used to
calculate these efficiency curves is shown in Figure 10.

Figure 9 shows that both ˜ ( ) t ;E G and ˜ ( ) t ;FS E G exhibit a
similar trend with respect to variations in α4. Notably, a
difference of up to an order of magnitude can be seen between
the two efficiency curves at tE∼ 0.03 days when comparing the
cases of α4= 0 and α4= 1.5. In contrast, ˜ ( ) ;Eq G shows less
dependence on the variation of α4, with a difference of up to a
factor of 2.5 at θE∼ 5× 10−4 mas, and almost no difference at
θE 3× 10−3 mas.

To understand what causes these different dependencies on
α4, we plot the Γ(θE|tE) and Γ(tE|θE) distributions in the middle
and right rows of Figure 10. These distributions show that the

sensitivity to variations in α4 is greater for Γ(θE|tE) than for
Γ(tE|θE). As α4 increases, the average lens mass decreases. This
results in smaller θE values for a given tE, which is reflected in
the figure as a higher value of Γ(θE|tE) at lower θE values for
larger α4. On the other hand, when the average lens mass is
lower, the average lens distance, DL, gets closer for a given θE.
This results in a change in the distribution of μrel (or
equivalently tE for a given θE). However, as the μrel distribution
is relatively insensitive to changes in the lens distance DL (e.g.,
Figure 2 of Zhu et al. 2017), the Γ(tE|θE) distribution does not
change significantly with variations in α4. An exception is the
increase of events with extremely close DL, which leads to the
appearance of very fast relative proper-motion events in the

Figure 10. Relative probability distributions of event rate, Γ(tE, θE) (left), Γ(θE|tE) (middle), and Γ(tE|θE) (right), calculated using the Galactic model of Koshimoto
et al. (2021a) but with the modified broken power law given by Equation (10), where α4 = 0, α4 = 0.92 (best), and α4 = 1.5 are used in the top, middle, and bottom
panels, respectively. Lower and upper dashed gray lines in each panel indicate μrel = 0.8 mas yr−1 and μrel = 20 mas yr−1, respectively. Note that while the
distributions in long tE and/or large θE should be the same across all α4 values, they appear different because we used Monte Carlo simulations, which generated fewer
high-mass lens events with larger α4 values.
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μrel> 20 mas yr−1 range in the Γbest(tE|θE) and ( ∣ )t1.5 E E4 qGa =
panels. However, such events are still rare even with a large α4

value and do not significantly contribute to the overall
distribution.

The dependence of the integrated detection efficiency as a
function of tE on α4 is determined by Γ(θE|tE) as shown in
Equations (11) and (22), making ˜ ( ) t ;E G and ˜ ( ) t ;FS E G
sensitive to variations in α4. On the other hand, the dependence
of the integrated detection efficiency as a function of θE on α4

is determined by Γ(tE|θE) as shown in Equation (23), making
˜ ( ) ;FS Eq G less sensitive to variations in α4.
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