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ABSTRACT 
 

Identification of the learning style of the students in the teaching and learning environment plays a 
significant importance in improving both teaching and learning perspectives. The intension of the 
research was to investigate about applying the Machine Learning Techniques for identification of 
the Learning style of the students in online learning environment based on the Felder Silverman 
Learning Style (FSLSM) identification model. The significance of this experiment is that the 
proposed methodology considers the combination of access frequency (f) of course materials and 
total time (T) students spent on each course activity. For data collection process, it was designed 
reusable plugin for the Moodle for time tracking. Real-time dataset was prepared using three course 
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modules designed according to the features of FSLSM model and the features for analyzing the 
students according to the FSLSM, it was selected seven criteria, and the features were validated 
using Pearson Correlation Coefficient method. These course modules were enrolled 150 students 
per each module. Once the data set was prepared, the data set was preprocessed and applied Five 
Supervised Classification Machine learning algorithms as Decision Tree, Logistic Regression, 
Random Forest, Support Vector Machine and K-Nearest Neighbors algorithm. The models were 
evaluated using Accuracy, Precision, Recall and F1 values. Over the five algorithms the Decision 
Tree classifier algorithm performed with best average accuracy with 93.5% for Input, 86% for 
Perception, 89.5 for Processing and 94% for Understanding dimension. The models were validated 
using the K-fold Cross validation and Standard Deviation values. Mean Squared Error, Bias and 
Variance values were considered the evaluation of underfitting or overfitting context of the model. 
To parameter optimization, the Grid Search Methodology was applied to find the best combination 
of criterion for the model. Finally, an application was developed for Identifying the Learning Style of 
the Students using the designed Machine learning model. The Consistency of the ML Model based 
on the Decision Tree classifier algorithm were evaluated using the results generated through 
developed application and the results suggested that consistency for taught machine learning 
algorithms is often between 85% to 95%, which is an acceptable range. The results generated by 
the application for identification of the learning style suggested the combination of learning style for 
particular students sample as Global-Mild, Visual- Strong, Sensing- Moderate and Reflective-
Strong. Identification of these combination of learning style assist for teachers by giving an insight 
which components of the learning contents should be improved in course designing process. 
 

 
Keywords: Machine learning; FSLSM; learning style. 
 

1. INTRODUCTION 
 
Integration of E-Learning into education has 
made many positive changes for improving 
teaching and learning in the higher education 
sector [1]. One of the main objectives of 
systematic education is to develop successful 
learning mechanisms for the lifelong learning 
process [2,3] constant learning process is always 
decided by the way that students acquire the 
learning contents and how the information is 
retained with them. Therefore, in the teaching 
process, one-size fits all method always not 
success [4] as the learners have their own way of 
learning styles. Identification of the learning style 
of the learners plays a pivotal role in the teaching 
and learning process.  
 
Learning is a necessary human activity that can 
be shaped and developed both informally and 
systematically. According to research [5] The 
teachers have their unique teaching style, and 
every student has a unique learning style. 
Students learn and absorb information through 
hearing, observing, exploring, applying logic, and 
other methods. Instructors employ a range of 
instructional techniques as well, such as 
problem-solving techniques, delivering lectures, 
and perform with demonstrations. When there is 
a mismatch between the teaching methods of 
educators and learners, learners lose interest in 
the subject and grow bored. Identifying this gap 

give insight enables them to create courses and 
content that are targeted to their students' 
requirements, resulting in a more successful and 
adaptive teaching experience.  
 
The phrase "learning style" refers to the various 
techniques that people adopt when participating 
in educational activities such as reading or 
studying material offered by instructors or 
mentors. The public has generally reacted 
positively to the concept of learning styles [6] 
occurs because of the learners' unique 
interactions, abilities, and experiences. Learners 
can achieve their objectives more precisely with 
personalized learning models. Identifying each 
student's learning style is the most important 
step in personalized learning. To determine the 
learning style, various learning style models are 
utilized. Various learning style models, such as 
Peter Honey and Alan Mumford's model, David 
Kolb's model, VARK model by Neli Fleming's 
NASSP model, are used to identify learning 
styles. Gardner's Theory of Multiple Intelligence, 
Anthony Gregrorc's Model, and the Felder-
Silverman Learning Style Model [7] 
 
This research proposed a methodology for 
identifying the students' learning style in the 
online learning environment using Machine 
Learning (ML) techniques. For this, Moodle was 
used as the online learning platform for planning 
the research design and Felder Silverman 
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learning style model (FSLSM) was used as the 
model for learning style identification and the 
designing of the learning contents. The research 
was conducted with three course modules 
designed in the online learning platform and self-
generated dataset was prepared by enrolling the 
students who are following BSC (Hons) in 
Information Technology and Information Systems 
Degree programme at General Sir John 
Kotelawala Defence University, Sri Lanka. 

 

1.1 Background 
 
Identification of the learning style of the students 
in the distance learning [8]or online learning 
environment is one of the focused research 
areas in the education field  [9], These studies 
focus on identifying the various methodologies 
for detecting the learning style of the learners 
and proposing mechanism for improving the 
teaching and course content design process 
which tailored with the individual learner’s 
preferences of the learning. Analysis of the 
student's behavior in the online learning 
environment and finding mechanisms to measure 
and determine the actively participation [10 ]to 
the course activities and identification of the 
learning styles of the learners assist in designing 
the course contents in a more personalized 
manner. ML as a technology has given 
tremendous assistance to the analysis of the 
data related to the leaning preferences and in 
predicting the Learning Style. 
  

1.2 Research Problem 
 
Since technological advancements have made 
virtual education more accessible than ever 
before, researchers are focusing on how to best 
teach online classes and personalize the 
educational experience for each individual 
student. As a result, more research is needed in 
this area so that teachers can better understand 
how to approach teaching online courses while 
yet providing individual attention to each student. 
The theoretical challenges behind the 
approaches of analyzing generic Moodle logs 
and accessing course activity to determine a 
student's learning style are complicated. 
Students, for example, may obtain study 
reference material without necessarily having a 
predisposition or bias towards that content. This 
implies that tracking these log hits on a single 
occurrence may not be a true indication of their 
actual preferences, and so their learning styles 
cannot be assessed accurately based on this 
data alone.  

Researchers should look beyond just 
accessibility features in Moodle logs to gain more 
insight into student preferences; they should also 
consider how much time a student spends on 
certain activities, as well as whether they return 
to the same activity or content area within the 
online environment multiple times. This type of 
study, according to FSLSM, can provide valuable 
information on what kind of resources students 
prefer when engaging with online materials, 
which can then assist shape decisions about 
teaching tactics customized precisely to those 
learners' needs and interests.  
  

1.3 Research Significance 
 
As discussed, there are many experiments 
undergoing to detect the learning style of the 
students in the online environment using FSLSM 
model, but the researchers have not considered 
both the frequency of access as well as the total 
time spend on each activity as a combine 
method. The proposed model considers both the 
frequency with which the course contents are 
accessed as well as the time spent on each 
activity and will provide more descriptive insight 
into learning style identification. And in the 
methodological approach, a reusable plugin for 
the Moodle platform was designed which 
provides the facility of tracking the total time a 
user spent on each activity accessed. Moreover, 
reusable FSLSM questionnaire plugin was 
developed for the collecting of the responses of 
the Indexed Learning Style Questionnaire. At the 
final stage, a new application was developed 
which provides the facility to identify the  
students' learning style based on the machine 
learning models developed in the research 
process. 
 

1.4 Felder Silverman Learning Style 
model (FSLSM) 

 

Felder and Silverman's Learning Style approach 
(FSLSM) is a popular approach for 
understanding students' learning styles [11] .It 
differs from other models in that it divides 
learners into four dimensions rather than just a 
few. This enables for a more in-depth 
examination of individual student learning 
preferences and inclinations. Four dimensions of 
the FSLSM are as follows, 
 

• Active and Reflective style of learning 

• Sensing and Intuitive style of Learning 

• Visual and Verbal style of learning 

• Sequential and Global style of learning 
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The first dimension looks at how active or 
reflective the student tends to be when they are 
engaging with material; this helps teachers 
understand if they need to provide more 
guidance or allow them space to explore on their 
own. The second dimension examines whether 
the student has a preference towards sensing 
information through tangible experiences or 
prefers intuiting abstract concepts; this can help 
inform instructional strategies such as providing 
hands-on activities versus theoretical 
discussions. The third dimension looks at visual 
versus verbal approaches, while the fourth 
considers sequential versus global thinking 
processes - both important considerations 
regarding how best an individual should be 
taught certain topics and skillsets. 
 
In a summary, then, Felder & Silverman’s 
Learning Style Model provides valuable insights 
into all aspects of an individual’s approach 
towards education by looking beyond simple 
groupings based on broad characteristics like 
age or gender allowing us better tailor teaching 
methods accordingly so as get the maximum 
benefit out our instruction efforts. 
 

1.5 Related Works 
 
The study [12] presented information about using 
Moodle logs and machine learning approaches to 
identify students' earning styles in an online 
learning environment. The courses were graded 
based on three levels of completion: 40%, 60%, 
and 80%. They have picked forum posts, quiz 
access, and conversation logs as factors. 
Machine learning classification algorithms such 
as Random Forest (RF), Logistic Regression 
(LR), Decision tree (DTC), (Deep Learning (DL), 
and Support Vector Machine (SVM), Gradient 
Boosted Trees (GB), and Naive Bayes (NB) were 
used to identify the learning style. The Random 
Forest algorithm provided an optimal accuracy of 
81% in the evaluation. 
 
This experiment [13] has been done with 
participation of 35 students following of computer 
science module, enrolled the academic course 
contents using Moodle LMS for their data 
structure course built using the FSLSM model 
and Moodle logs.  All student activities were 
tracked by the system, allowing any desired 
features to be extracted at any point during or 
after the course. At the end of each lesson, there 
was also a quiz that tested understanding of 
what had been taught throughout that session, 
providing invaluable feedback on how well they 

had learned from their experience with online 
teaching methods versus more traditional ones 
used prior to its introduction into classrooms 
worldwide. The research employed ROV             
curve-based approaches to identify the learning 
mode. 
 
The research [7] includes information regarding 
the use of machine learning classification 
approaches for identifying students' learning 
styles, with the learning styles designed 
according to the FSLSM and Moodle logs used 
as attributes. With an accuracy rating of 45.55%, 
Support Vector Machine (SVM) was shown to be 
the most accurate in predicting learner's 
dominant intelligence. 
 
This study [14] proposes a novel method for 
evaluating learners' automatic and dynamic 
learning styles based on existing literature. The 
ILS questionnaire and student behaviour on the 
LMS are utilized in this method to generate 
learning style findings that may be used as labels 
in datasets. Three classifications were tested: 
decision tree, naive Bayes, and K-nearest 
neighbour; these models were evaluated using 
Python with sklearn in two ways: an 80:20         
train split test and a K-fold 10 cross-validation 
test. 
 
Another study was undertaken by Ikawati et al. 
[15] to identify the learning style of students in 
the Moodle learning environment utilizing Moodle 
logs as the attributes. 65 pupils were chosen as 
the research's data sample. They employed 
Decision Tree and Ensemble Learning as 
machine learning algorithms for data 
classification. The results show that the                
Decision Tree has an accuracy of 92%, while  
the Gradient Boosted Tree has an accuracy of 
88%. 
 

2. METHODOLOGY 
 
This section of the paper discusses the 
methodological approach of the paper.  As 
shown in the Fig. 1, As the first step of the 
research, it was conducted a systematic 
literature review to find the details about the 
FSLSM model and the attributes to be used in 
the learning style identification process in the 
online learning environment. Then, these 
selected parameters were validated and applied 
for the gathering of the data. The next most 
important step was a planning methodology for 
analyzing the learner behavior of the online 
learning environment. In the proposed new 
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methodology, the combination of both access 
frequency and the total time spent on each 
activity is considered. For tracking of access 
frequency, it was used default Moodle logs and 
for the total time tracking it was designed a new 
reusable plugin as there is no existing 
mechanism for counting the total time for each 
activity in the Moodle. 
 
Then, collected data was preprocessed and 
trained with supervised classification ML 
algorithms. After applying the model evaluation 
methodologies using performance metrics, the 
best performing model was selected over them 
and applied the hyper parameter tuning for 
getting the optimal performance from the best 
model. Then the students were evaluated by 
conducting assessments in order to make sure 
the students engaged with the course activities 
and their grades were recorded. As the final step 
separate application was developed for 
predication of the Learning style of the students 
in the online learning environment   according to 
the FSLSM learning style model and as another 
result, it was able define students' performance 
predication mechanism [16] considering the 

grades they earned for their assessments which 
is not described in this research.  
 

2.1 The Dataset 
 
To collect data required for the analyzing the 
behavior of the learners, it was designed three 
course modules as IT 1113 Fundamentals of 
DBMS, IT 2093 Data Structures and Algorithms 
and IT 3052 Programming Frameworks. Of these 
three courses, two were used for the 
compression of the models' accuracy, and one 
for the measurement of the model's consistency. 
Each course enrolled 150 students who are 
following BSc. (Hons) in Information Technology 
degree programme. 
 
To collect the data the first step was to select the 
parameters that satisfy the requirements of the 
FSLSM. As shown in Table 1 seven selected 
parameters were used for the research process 
and both frequency and total time were 
considered. The parameters were validated 
using Pearson's Correlation technique [17] for 
feature validation and the results were analyzed 
using the Heatmaps [18]. 

 

 
 

Fig. 1. Main Research steps 
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Table 1. Feature selection 
 

Dimension Learning  Activity  Learning  
Style 

Expected  Behavior  F/T 

Processing Forum posts Active  Post/Reply   F/T 
Reflective  View (Minimum visits)  F/T 

Exercises  Active  Visit  F/T 
Reflective  No Visit (Minimum visits)  F/T 

Input Videos/Chars/Images/Graphs 
(V_C_I_G) 

Visual View   F/T 
Verbal No View  F/T 

Notes Visual View   F/T 
Verbal No View  F/T 

Perception  Contents Sensing  Concrete Contents  F/T 
Intuitive Abstract Contents  F/T 

Understand Course Outlines Global Course Outlines View  F/T 
Sequential No View Visit (Minimum visits)  F/T 

 

2.2 Performance Metrics 
 
2.2.1 K-Fold Cross validation 
 
K-fold cross-validation is a validation technique 
used for further evaluation of the model's 
accuracy. In here, K-fold cross-validation gives 
an insight of how the model will behave for a 
scenario of new unseen data [19].The Standard 
Deviation (SD) value generated with the cross-
validation process gives an insight that how the 
values of the dataset clustered closely around 
the mean value [20].The lower SD values implies 
that the model datapoints have a good similar 
relationship with each other. 
 
2.2.2 Mean Squared Error (MSE) 
 
Mean Squared Error (MSE) can be called a 
methodology used for the performance 
evaluation of an ML model. It generates the 
performance results by measuring the average 
squared difference value of the target variables. 
A lower MSE value indicates the model is better 
in the performance implying model predications 
are closer to the actual predication accuracy 
values [21]. 
 
2.2.3 Bias value 
 
The term "bias" in the context of MSE refers to a 
model's systematic mistake or tendency to 
consistently underpredict or overpredict true 
values. It calculates how far the forecasts are, on 
average, from the actual numbers. A model with 
a high bias oversimplifies the underlying 
relationships in the data, which can                       
lead to underfitting. It consistently creates              
errors and fails to capture the intricacy of the 
data [22]. 

2.2.4 Variance 
 
The unpredictability or instability of a model's 
predictions across multiple training sets is 
referred to as "variance" in the context of MSE. A 
model with a large variance is highly sensitive to 
training data and may overfit. It picks up on noise 
and unpredictable fluctuations in the training 
data, resulting in poor generalization to new data. 
MSE's variance component represents the 
average squared difference between anticipated 
and actual values. A lower variance means that 
the model's predictions are more consistent 
across training sets [23]. 
  

2.3 Time Tracking Plugin for Moodle 
 
This is one of the major contributions of the 
research in deciding the learning style of the 
students. In Moodle platform, there are 
mechanisms for counting the time spent 
completing an assignment like tasks, but there is 
no methodology for tracking how much time a 
user spends on all the activities relevant to the 
course module. For this, it was designed a 
distinct new plugin for counting time. A snapshot 
of the UI is displayed. 
 
The plugin runs on every course activity page 
and uses JavaScript libraries to track how much 
time a user spends on each course activity that 
has been linked with the plugin. When a query is 
made, the recorded time is saved in the Moodle 
database and may be accessed using PHP. The 
Moodle format assigns each user a unique ID, 
making it easy to track how much time each 
student spends on an activity. The time is 
captured in milliseconds and then converted to 
seconds. Teachers and course administrators 
with privileged access can view and download 
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time-spent statistics in CSV format.  Students 
have no access to the collected data.  
 

2.4 Indexed Learning Style (ILS) 
Questionnaire plugin 

 
As shown in the Fig. 3, a plugin for ILS plugin 
was developed for the Moodle which is reusable. 
The students can access this and provide their 
responses for the ILS questionnaire. ILS 

questionnaire is an already accepted 
questionnaire for identifying the learning style of 
the students according to the FSLSM [24]. This 
consists of forty-four questions that represent 
each dimension by eleven questions. In this 
plugin, the conventional ILS questionnaire has 
been converted to a computerized format,                 
and the purpose is that these responses were 
used in the labeling process in preparing the 
dataset. 

 

 
 

Fig. 2. Time tracking plugin 
 

 
 

Fig. 3. ILS Plugin 
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2.5 Moodle Course Designing  
 
For analyzing the behavior of the learners in 
online learning environments according to the 
parameters of FSLSM, three courses were 
designed. In the course designing process, each 

course was included course materials are shown 
in the diagram in the Fig. 4, It was used forum 
posts, exercises, videos, charts, images, graphs, 
notes, theoretical concepts, conceptual maps 
according to the rule classifications of the 
FSLSM.  

 

 
 

Fig. 4. Course Design Map 
 

 
 

Fig. 5. Course Designing in Moodle 
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Fig. 6. Experimental design 
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Fig. 5 shows sample interface of one of the 
courses designed for the experiment process. As 
the first steps it was decided the major topics to 
be included in the module as per the course 
guidelines. And the next important part was to 
design the contents tailored with the parameters 
of FSLSM of analyzing the learner behavior in 
the online learning environment. For each topic, 
learning activities were designed representing 
each major four dimension of the FSLSM model 
as Processing, Input, Perception and 
Understanding. If consider a one topic related to 
the module, it was contained the course 
materials to represent the contents for forums, 
videos, images, conceptual maps, abstract 
contents, concreate contents and selected other 
features. 

 
2.6 Experimental Design 
 
As shown in the Fig. 6, Once the Students 
access the course module. First, the students are 
informed to fill in the ILS questionnaire. These 
responses are collected for the preparation of the 
dataset for the ML models. Then students can be 
engaged with the course activities and will 
access the course materials as per their 
preferences and study the modules. Finally at the 
end the students are evaluated by conducted 
assessments and recorded their performances. 
Once students complete the course module, their 
behaviour in the learning environment is tracked 
by Moodle logs already available as a default 
facility of the Moodle and the plugin designed for 
tracking the total time. In this the frequency of 
access to the course activities and total time 
spent on each activity is collected. 
  
Once the data is prepared, the data is going 
under preprocessing stages for data cleaning, 

splitting data to training and test. And feature 
scaling. Then Data modeling is done by applying 
the Machine learning algorithms. For this it was 
used five Supervised Machine learning 
Algorithms as Decision Tree Classifier, Logistic 
Regression Classifier, Random Forest Classifier, 
Support Vector Machine Classifier and K-Nearest 
Neighbors  Classifier.  Then   the   models   were 
validated using Accuracy, precision, Recall, F1 
Values as well as K-fold grid validation was done 
to validate the model by analyzing how the model 
will behave for a new scenario. In here Standard 
Deviation also was considered. Then the model 
was tested with Mean Squad Error (MSE) Bias 
and Variance values also were calculated to 
measure whether the model is having under 
fitting or over fitting situations. Above mentioned 
methods were applied for models tested for the 
two course modules as Fundamentals of DBMS 
and Data Structures and Algorithms                        
and compared the average accuracy of the 
models. 
 
After selecting the best accurate model among 
the tested algorithm, Grid Search Methodology 
was applied to find the best combination of 
criteria for optimizing the model. Once the model 
is optimized, an application was developed for 
identifying the students' learning style based on 
the developed model. An interface of the 
developed application is shown. 
 
AS shown in the Fig. 7, once set of data 
uploaded to the developed application, it will 
predicate the learning style of the students. Then 
the teacher can provide feedback to the students 
according to the learning style provided for the 
students. 
 
The interface is shown in Fig. 8. 

 

 
 

Fig. 7. Learning style identification 
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Fig. 8. Providing Recommendations 
 
Once the application was developed, the 
consistency of the models was tested using the 
other course module Programming Frameworks. 
In this it was compared the learning style 
generated by the developed application based 
on the ML model and the learning Style identified 
through the ILS questionnaire.  
 

3. RESULTS AND DISCUSSION  
 

This section of the paper discussed the results 
generated in the feature validation process and 
the ML model development process. 
 

3.1 Feature Validation  
 

The feature validation process was conducted to 
identify whether there is a relationship between 
the selected features for analyzing the behavior 
of the learners in the online learning 
environment. It was selected seven features for 
the experiment and for each feature, it was 
considered both frequency (f) and the time (T) 
spent on each activity. The purpose of the 
feature validation in before continuing the 
experimental process, it is required to confirm the 
existence of the relationship between selected 
attributes and the dimension, and this can be 
used to identify any other relationships among 
attributes as well. For this it was used Pearson 
Correlation Coefficient Value, and the results 
were visualized using Heatmaps.  

3.1.1 Input dimension 
 
The selected features for Input dimension are as 
Videos V_C_I_G (f), Notes (f), Videos V_C_I_G 
(T) and Notes (T). Here the feature V_C_I_G (f) 
has correlation value of 0.56 which is considered 
as a good relationship between the dimension 
and the feature. The access frequency of Notes 
(f) has correlation of 0.6 which is a good 
relationship. And time spent on V_C_I_G (T) has 
good correlation value of 0.51 and. Time                  
spent on Notes (T) is 0.89 which is                
considered as a stronger relationship. This 
implies that selected features for the Input 
dimension have a good relationship with the 
dimension. 
 
3.1.2 Processing dimension 
 
The selected features for the Processinf 
dimension are as Forum (f), Exercises (f), Forum 
(T) and Exercises(T). for the frequcent of access 
Forum(f) gives correlation coefficient of 0.82 
which is consdierd as a stronger relationship. 
The feature Exercisse (f) also have higher 
coeficient value of 0.87 with a stronger 
relationship.Time spent on activities the feature 
Forum (T) has a value of 0.69 which implies 
there is good relationship and Exercises(T) show 
0.82 of stronger value.As a summery, selected 
attributes have a good relationship with the 
dimension.  
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Fig. 9. Input dimension features 
 
3.1.3 Perception dimension 
 
The selected features for the Processing 
dimension as Concreate (f), Abstract (f), 
Concreate (T) and Abstract (T). The frequency of 
access Concreate (f) shows coefficient value of 
0.62 which is a good relationship and Abstract (f) 
gives a value of 0.61 which is a good value 
implies there is a good relationship. The time 
Spent Concrete (T) gives value of 0.61 which is 
good value and Abstract (T) gives a value of 0.54 
which implies there is good relationship. 
 
3.1.4 Understanding dimension 
 
As shown in Figure 12, the selected features for 
the understanding dimension are as Course 
Outlines (f) and course outlines (T). The feature 
Course Outlines (f) frequency of accessing the 
Course outlines has a correlation coefficient of 
0.88, indicating a strong positive association 

between the dependent variable and the feature 
variable, as seen in the Heatmap. The correlation 
coefficient value for the feature variable Course 
Outlines (T), total Time is 0.88, indicating a 
strong positive association between the 
Dependent variable and the feature variable.  
 
Finally, for the experiment, these attributes can 
be used to analyses the behavior. 
 
3.1.5 Machine learning model evaluation 
 
This section of the document discusses the ML 
model evaluation. Here for each four dimensions 
of FSLSM, the evaluations were done to find the 
most appropriate model. For each perspective 
five ML supervised classification algorithms were 
tested. In here, the experiment was done for two 
course modules. The evaluation results are 
discussed here under each main four 
dimensions. 
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Fig. 10. Processing dimension features 
 

Table 2. Results of Fundamentals of DBMS Module - Input Dimension 
 

Dimension Algorithm Input Dimension 

Accuracy Precision Recall F1 

Decision Tree 95% 82% 80% 77% 
Logistic Regression 61% 34% 42% 37% 
Random Forest 85% 67% 73% 69% 
Support Vector Machine 71% 56% 54% 55% 
K-Nearest Neighbors 60% 36% 43% 38% 

 
3.1.6 Input dimension 
 
Here it shows the results generated for 
Fundamentals of DBMS module. The Decision 
Tree algorithm was performed with the highest 
accuracy of 95%. The precision is also relatively 
good at 82%, implying that 

a considerable proportion of the predicted 
positive cases were correct. The recall is good at 
80%, indicating that the model can identify most 
true positive cases. Finally, the F1 score is 77%, 
indicating a good combination of precision and 
recall. Overall, the model appears to perform well 
on the given task, with a reasonable balance of 
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precision and recall. The results generated for K-
fold cross validation is 96% with a SD value of 
10. This implies that the model is at a good level 
of make predication for new scenario and most of 
the data points are around the mean value. The 

MSE value is 0.011, bias is 0.008, and variance 
is 0.004. The model has relatively low values of 
MSE implies that model is better fit and moderate 
variance implies model is not overfitting or 
underfitting. 

 

 
 

Fig. 11. Perception dimension features 
Table 3.  Results of Data Structures Algorithms Module - Input Dimension 

 

Dimension Algorithm Input Dimension 

Accuracy Precision Recall F1 

Decision Tree 92% 81% 78% 75% 
Logistic Regression 58% 32% 41% 36% 
Random Forest 86% 69% 74% 65% 
Support Vector Machine 69% 54% 53% 50% 
K-Nearest Neighbors 64% 39% 44% 36% 
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Fig. 12. Understanding dimension features 
 
For this, The Decision Tree algorithm has 
performed with 92% accuracy. The Precision 
recall and F1 values are also in a higher 
percentage which implies that model is in a good 
level of predication positive true values. Goof F1 
value indicates a good combination of precision 

and recall values. The MSE value is 0.021,                
Bias is 0.014 and the Variance is 0.006.                    
The lower values of Bias and Variance                    
implies there is no underfitting and                  
overfitting context regarding the selected 
algorithm model. 

 
Table 4. Results of Fundamentals of DBMS Module -Perception Dimension 

 

Dimension Algorithm Perception 

Accuracy Precision Recall F1 

Decision Tree 80% 75% 72% 70% 
Logistic Regression 44% 49% 36% 35% 
Random Forest 61% 50% 41% 44% 
Support Vector Machine 57% 51% 44% 44% 
K-Nearest Neighbors 66% 47% 51% 49% 
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3.1.7 Perception dimension 
 
Here, The Decision Tree algorithm has 
performed with 80% of good Accuracy value. The 
precision, recall and F1 values are also at a good 
level. This implies that the Decision Tree 
algorithm is at a good level of predicating the 
results. Cross Validation value is 78% which is a 
good percentage and SD value is 9.72 which is 
in a good range implies most of data points are 
around the mean value. The MSE is 0.023, Bias 
0.007 and Variance is 0.005. These values are 
relatively low values that implies model is not 
having underfitting or overfitting contexts. 
 
The Decision Tree Algorithm has performed with 
an 85% accuracy which is a good value and 
Precision, Recall and F1 values are in 78%, 73% 
and 70%. So, the model is in a good state to 
make the predictions. And there is a good 
balance between Recall and Precision values. 
The MSE value generated for the Decision Tree 
Classifier is 0.024, Bias is 0.006 and Variance is 
0.007. The lower values of these parameters 
implies that the Decision Tree algorithm-based 
model is in a good state with no underfitting or 
overfitting contexts. 
 

3.1.8 Processing dimension 
 
As shown in Table 6, the decision Tree algorithm 
has performed with 90% accuracy and precision 
value of 94% recall value of 92% and F1 value of 
92%. This result shows the model is in a good 
state of making predictions and good balance of 
the recall and F1 values. Cross validation is also 
81% which is a higher accuracy that implies 
model is in good level of make prediction for a 
new dataset as well. The SD is 8.16 that gives an 
insight into how most of the data points are 
around the mean value. The MSE is 0.034, Bias 
is 0.018, and Variance is 0.007. Hence the model 
is not giving any insight of underfitting or 
overfitting. 
 
In the Data Structures and algorithm module The 
Decision Tree algorithm performed with an 89% 
which is a higher accuracy. The Precision, Recall 
and F1 values are also at a good level that 
implies the model is at a good level for making 
predictions.  The MSE value generated for the 
model is 0.021, Bias is 0.019, and the variance 
0.006. The lower values give an insight that the 
model is not having any underfitting or overfitting 
contexts 

Table 5. Results of Data Structures and Algorithm Module - Perception Dimension 
 

Dimension Algorithm Perception 

Accuracy Precision Recall F1 

Decision Tree 85% 78% 73% 70% 
Logistic Regression 46% 44% 37% 35% 
Random Forest 69% 52% 44% 42% 
Support Vector Machine 55% 52% 46% 44% 
K-Nearest Neighbors 69% 57% 54% 47% 

 

Table 6. Results of Fundamentals of DBMS Module -Processing Dimension 
 

Dimension Algorithm Processing 

Accuracy Precision Recall F1 

Decision Tree 90% 94% 92% 92% 
Logistic Regression 61% 67% 78% 63% 
Random Forest 66% 57% 58% 57% 
Support Vector Machine 71% 84% 83% 83% 
K-Nearest Neighbors 42% 41% 45% 42% 

 

Table 7. Results of Data structures algorithms Module -Processing Dimension 
 

Dimension Algorithm Processing 

Accuracy Precision Recall F1 

Decision Tree 89% 84% 80% 79% 
Logistic Regression 64% 62% 61% 59% 
Random Forest 68% 58% 56% 50% 
Support Vector Machine 74% 72% 80% 82% 
K-Nearest Neighbors 44% 43% 42% 41% 
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3.1.9 Understanding dimension 
 
As shown in Table 8, The Decision Tree 
algorithm performed with 95% higher accuracy. 
Which is the best level.  The Precision, Recall 
and F1 values are also at a higher level that 
implies the model is at a good level of making 
positive predictions. The value given in the K-fold 
grid validation is 81% which is a good accuracy 
level which implies the model is at a good level of 
making predications for a new dataset. The SD 
value is also 6.14 which gives an insight the data 
points are around the mean value. The MSE 
value is 0.056, Bias is 0.042 and Variance is 
0.008. The values are in a lower level which 
gives an insight that there is no underfitting or 
overfitting context in the model. 
 
As shown in Table 9, the Decision Tree algorithm 
has performed with the highest accuracy of 93%. 
This gives an insight into why the model is in a 
good state of making predictions. The precision 
recall and F1 values are also in a good state that 
implies that there is a good balance of Precision 
and recall values. The MSE value generated for 
the Decision Tree Algorithm based model is 
0.047, Bias is 0.042 and Variance is 0.007. 
These lower values of Bias and Variance implies 
there is not any underfitting or overfitting 
contexts. 
 

3.2 Comparison of Results of Models 
 
The previous section of the paper discussed the 
evaluation of the ML models for selected 
algorithms. The purpose of this was to check the 
behavior of the models for two distinct courses 
for each of the four dimensions. 
 

Table 9 gives the results generated for Data 
Structures and Algorithms Module. 
 
3.2.1 Input dimension 
 

As shown in Fig. 13, for both course modules, 
The Decision Tree Classifier has performed with 
the highest average accuracy of 93.5% over the 
other selected algorithms. As the second only 
Random Forest algorithm is in an average 
accuracy of 80%. This implies that, For the Input 
Dimension, the Decision Tree Classifier is 
performing with the best accuracy.  
 
3.2.2 Perception dimension 
 
As shown in Fig. 14, The Decision Tree algorithm 
has performed with the best accuracy of average 
86%. This implies that over the other compared 
classification algorithms, Decision Tree classifier 
is performing with best accuracy. 
 
3.2.3 Processing dimension 
 
As shown in the Fig. 15, over the compared 
algorithms the Decision Tree classifier has 
performed best with average accuracy of 89.5%. 
This implies that Decision Tree Classifier is best 
performing for the Processing Dimension. 
 
3.2.4 Understanding dimension 
 
As shown in Fig. 16, For the Understanding 
dimension as well, The Decision Tree Classifier 
has performed with the best average accuracy of 
94%. This gives an insight into whether the 
Decision Tree Classifier is performing best for 
the Understanding dimension as well. 

Table 8. Results of Fundamentals of DBMS Module -Understanding Dimension 
 

Dimension Algorithm Understanding 

Accuracy Precision Recall F1 

Decision Tree 95% 83% 80% 78% 
Logistic Regression 74% 40% 41% 40% 
Random Forest 85% 42% 50% 46% 
Support Vector Machine 90% 70% 62% 64% 
K-Nearest Neighbors 47% 23% 27% 24% 

 

Table 9. Results of Data Structures and Algorithm Module -Understanding Dimension 
 

 Dimension Algorithm Understanding 

Accuracy Precision Recall F1 

Decision Tree 93% 84% 81% 76% 
Logistic Regression 78% 43% 40% 42% 
Random Forest 83% 41% 52% 44% 
Support Vector Machine 92% 75% 64% 66% 
K-Nearest Neighbors 48% 24% 20% 22% 
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Fig. 13. Average Accuracy: Input Dimension 
 

 
 

Fig. 14. Average Accuracy: Perception dimension 
 

 
 

Fig. 15. Average Accuracy: Processing Dimension 
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Fig. 16. Average Accuracy: Understanding Dimension 
 
As a summary, for each four dimensions, The 
Decision Tree algorithm has performed with the 
best accuracy. Furthermore, when analyzing 
values generated for the MSE, Bias and 
Variance, The Decision Tree classifier model has 
given the lower values by giving an insight that 
there is no underfitting or overfitting context. 
Hence for the process of Identification of the 
Learning Style, The Decision Tree Classifier 
based ML model was used for each four 
dimensions. 
 

3.3 Hyperparameter Tuning with Grid-
Search 

 

The Grid-Search Methodology finds the 
combination of best performing parameters for 

the selected ML model. In here as the                   
research used classification algorithms,                             
it was referred to the scikit-learn                              
library and criteria were selected by applying               
the Grid- Search Methodology as shown in           
Fig. 17. 
 
According to the results, the parameter 
combination for the parameter tuning. 
{‘criterion’:gini,’max depth’:2}. The gini parameter 
works well for the gini parameter over the 
‘entropy’ with the max depth of the tree =2. Then 
these combinations were applied to the ML 
model designed for the Leaning Style 
identification process for each of the four 
dimensions. 

 

 
 

Fig. 17. Hyperparameter tuning 
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3.4 Evaluation of the Consistency of the 
ML Model 

 
The consistency of the course modules was 
measured by the results based on the course 
module Programming Frameworks. The 
mechanism applied in here was, for the entire 
150 students, first, Learning Styles were 
identified according to the Conventional ILS 
Questionnaire, and then these generated results 
were compared with the same module with the 
results generated through the developed ML 
model. According to the results shown in Fig. 18, 
it shows the consistency confidence for each four 
dimensions as Input, Perception, Processing and 
Understanding.  
 

When analyzing the behaviour of each line 
associated to the dimension, it is clear that there 
are no significant differences between the 
findings obtained using the ILS questionnaire 
and the machine learning model. As an average, 
consistency ranges from 85% to 95%, which is a 
good level of consistency for taught Machine 
learning algorithms. As a result, all Machine 
Learning models built for each dimension are 
satisfactory. 
 

3.5 Analysis of the Pattern According to 
the Results 

 
The following digramme shows the summary of 
the patterns identified for the results. 
 

(Fig. 19), According to the results displayed in 
the above chart (Fig. 19), there is a rather high 
preference for the visual Strong sub dimension 
when it comes to the students' input dimension, 
which relates to how people prefer to receive 
information. The perception dimension provides 
insight into the way individuals choose to receive 
information through their senses. This pattern 
indicates that learners strongly like the Sensing 
mild dimension.  According to the findings, there 
is a comparatively strong preference for the 
Active Mild and Reflective Strong in the 
Processing Dimension, which measures how 
people like to process information. The 
understanding component of the Felder-
Silverman learning style identification model 
(FSLSM) describes an individual's preferred 
method of acquiring new knowledge or ideas. 
According to the results, there is a comparatively 
strong preference for the Global-Mild dimension. 
As summary the results shows  that  the   pattern 

 
 

Fig. 18. Consistency of ML model 
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Fig. 19. Summary of the responses 
 
the Learning pattern for the selected data sample 
can be identified as Global-Mild, Visual- Strong, 
Sensing- Moderate and Reflective-Strong. This 
assist teachers in identification of how the course 
materials should be improved and developed 
accordingly to cater the requirements of the 
preferences of the students. 
 

4. CONCLUSION AND FUTURE WORKS 
 

The learners have their own patterns of learning. 
Hence, Identification of the Learning style of the 
students plays a pivotal role in designing the 
learning content in both conventional physical 
classrooms as well as the online learning 
environment.  The research's main objective was 
to develop ML models for identifying the learning 
style in the online learning environment. In the 
research process, it was identified that Decision 
Tree Classifier performs with the best accuracy 
over the other selected classification algorithms. 
The ML model was validated using K-fold grid 
validation and MSE, Bias and Variance values 
were considered for the model evaluation for 
identifying underfitting and overfitting context. 
 

5. CONTRIBUTION TO THE RESEARCH 
COMMUNITY  

 
As the research contribution, the experiment has 
given a new methodology for identification of the 
learning style of the students in online learning 
environment according to the FSLSM model. The 
proposed methodology's significance is that it 

combined the frequency of access to the course 
contents and the total time spent on a particular 
activity. This suggests an improved methodology 
rather than considering both perspectives 
separately. In these seven features tailored with 
the FSLSM model were tested and validated the 
use of features by considering the relationship to 
each dimension. Then an application for 
identification of the learning style considering 
each four dimensions was designed where 
teachers can know the learning style of the 
students and provide the feedback them 
accordingly. Furthermore, it was designed 
reusable time tracking and FSLSM questionnaire 
plugins for the Moodle environment which                   
any of the researcher can use for further 
research.  
 

6. LIMITATIONS 
 
As for the limitations, it was identified that 
engaging the students to refer to the course 
contents is one of the major challenges. And the 
success of the identifying the learning style of the 
students using FSLSM indexed learning Style 
questionnaire depend on responses given by the 
students with a good understanding of the 
phenomena of the questions 
 

7. FUTURE WORKS 
 

As the Future works, providing an Artificial 
Intelligence based recommendation system 
based on the FSLSM learning style model for 
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improving learning process can be seen as one 
of the potential research areas. And proposing a 
methodology for identifying and analyzing the 
aspects that influence students' attractiveness 
when reading course materials or attending a 
presentation. This will be one of the primary 
areas that will aid in the improvement of course 
content design. 
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